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barriers to factor movements tend to be smaller across regions within a country than
across countries. Hence, the assumption of a closed economy-—a standard condition
of the neoclassical growth model—is likely to be violated for regional data sets,

We found in Chapter 3 that the dynamic properties of economies that are open
to capital movements can be similar to those of closed economies. The key element
is that a fraction of the capital stock—which includes human capital—is not mobile,
or cannot be used as collateral in interregional or international credit transactions.
The speed of convergence is increased by the existence of capital mobility, but re-
mains within a fairly narrow range for reasonable values of the fraction of capital
that is mobile. Another result is that a technology without diminishing returns to
capital—that is, some version of the AKX technology—implies a zero convergence
speed whether the economy is open or closed.

We also found in Chapter 9 that the allowance for migration in neoclassical
growth models tends to accelerate the process of convergence. The change is, again,
2 quantitative modification to the speed of convergence. The main point, therefore,
is that although regions within a country are relatively open to flows of capital and-
persons, the neoclassical growth model still provides a useful framework for the
empirical analysis,

11.1 TWO CONCEPTS OF CONVERGENCE

We mentioned in Chapter 1 that two concepts of convergence appear in discus-
sions of economic growth across countries or regions. In one view (Barro [1984,
Ch. 12], Baumol [1986], DeLong [1988], Barro [1991a], Barro and $Sala-i-Martin
{1951, 1992a, 1992b)), convergence applies if a poor economy tends to grow faster
than a rich one, so that the poor country tends to catch up with the rich one in terms
of the Jevel of per capita income or product. This property corresponds to our concept
of B convergence.! The second concept (Easterlin [1960a], Borts and Stein [1964,
Ch.2], Streissler (1979}, Barro [1984, Ch. 12], Baumol [1986], Dowrick and Nguyen
[1989], Barro and Sala-i-Martin [1991, 1992a, 1992b]) concerns cross-sectional dis-
persion. In this context, convergence occurs if the dispersion—measured, for exam-
Ple, by the standard deviation of the logarithm of per capita income or product across
a group of countries or regions—declines over time. We call this process o conver-
gence. Convergence of the first kind {poor countries tending to grow faster than rich
ones) tends to generate convergence of the second kind (reduced dispersion of per
capita income or product), but this process is offset by new disturbances that tend to
increase dispersion. :

In order to make the relation between the two concepts more precise, we con-
sider a version of the growth equation predicted by the neoclassical growth model

'This phenomenon is sometimes described as “regression toward the mean,”
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of Chapter 2. Equation (2.35) relates the growth rate of income per capita between
two points in time to the initial level of income. We apply Eg. (2.35) here to dis-
crete periods of unit length (say years) and we also augment it to include a random
disturbance:

log(yi/yie—1) = a— (1 — 7By - log(yie-1) + win aLn

where the subscript ¢ denotes the year, and the subscript i denotes the country or
region. The theory implies that the intercept, 4, equals x + (1 = e By [log(3))+
x - (t = )], where §} is the steady-state level of $;. We assume that the random
variable u;, has O mean, variance aﬁ,, and is distributed independently of log(¥ie~1)»
ujy for j # i, and lagged disturbances.

We can think of the random disturbance as reflecting unexpected changes in
production conditions or preferences. We begin for a single cross section by treating
the coefficient a as constant. This specification means that the steady-state value, 37,
and the time trend, x - (1 — 1), are assumed to be the same for all economies. This
assumption is more reasonable for regional data sets than for international data sets;
it is plavsible that different regions within a country are more similar than different
countries with respect to technology and preferences.

If the intercept a is the same in all places and g > 0, then Eq. (11.1) implies
that poor economies tend to grow faster than rich ones. The neoclassical growth
models of Chapters 1 and 2 made this prediction. The AK model discussed in Chapter
4 predicts, in contrast, a 0 value for B and, consequently, no convergence of this type.
The same conclusion holds for various endogenous growth models (Chapters 6 and
7) that incorporate a linearity in the production function ?

Since the coefficient on log(y;,—1) in Eq. (11.1) is less than 1, the convergence
is not strong enough to eliminate the serial correlation in log(yi,). Put alternatively,
in the absence of random shocks, convergence to the steady state is direct and in-
volves no oscillations or overshooting. Therefore, for a pair of economies, the one
that starts out behind is predicted to remain behind at any future date. The models
of Jeapfrogging discussed in Chapter 8 differ in this respect.

Let 0'?' be the cross-economy variance of log(yi,) at ime £. Equation (11.1) and
the assumed properties of u; imply that o2 evolves over time in accordance with the
first-order difference equation,

0',2 =¢ 2. 0'3'—1 + 05,- (112)

where we have assumed that the cross section is large enough so that the sample
variance of log(y;) corresponds to the population variance.

2We showed, however, in Chapter 4 that 8 convergence would apply if the technology were asymptoti-
cally AK, but featured diminishing returns to capital for finite K.

3o derive Eq. (11.2), add log(y:.-1) to both sides of Eq. (11.1), compute the variance, and use the
condition that the covariance between w;, and log(yis-1) s 0.
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temporarily large value of S, raises o2 above the long-run value o2 that corresponds

to atypical value of 5. Therefore, in the absence of anew shock, o7 retums gradually
toward 02, as shown in Fig. 11.1,

112 CONVERGENCE ACROSS THE US.
STATES

11.2.1 B Convergence

We now use the data on per capita income for the U.S. states to estimate the speed
of convergence, 8. (The definitions and sources of the data are in Chapter 10.)
Suppose, for the moment, that we have observations at only two peints in time, 0

and T. Then Eq. (11.1) implies that the average growth rate over the interval from 0
to T is given by

(UT) - Tog(yir/yio) = a ~ [(1 — e BTy/T] .- log(yi0) + uig 1, (11.6)
where ujg r represents the average of the error terms, u;,, between dates 0 and T, and
the intercept is a = x + [(1 - ¢~87)/7] - log(¥*).

The coefficient on initial income in Eq. (11.6) is (1 ~ e=BTY/T, an expression
that declines with the length of the interval, T, for a given 8. That is, if we estimate
a linear relation between the growth rate of income and the log of initial income,
then the coefficient is predicted to be smaller the longer the time span over which

the growth rate is averaged. The reason is that the growth rate declines as income
increases. Hence, if we compute the growth rate over a longer time span, then it
combines more of the smaller future growth rates with the initially larger growth
rates. Hence, as the interval increases, the effect of the initial position on the average
growth rate declines. The coefficient [(1 — eP7/T] approaches 0 as T approaches
infinity, and it tends to 8 as T approaches 0. We obtain estimates of B from the
nonlinear form of Eq. (11.6), taking account of the value of T that applies in each
case. This method should generate similar estimates of B regardless of the length of
the averaging interval for the data,

Table 11.1 shows nonlinear least-squares estimates in the form of Eq. (11.6)
for 47 or 48 U.S. states or termitories for various time periods. The rows of Table
11.1 correspond to different time periods. For example, the first row corresponds to
the 110-year period between 1880 and 1990. The first column of the table refers to
the equation with only one explanatory variable, the logarithm of incorne percapitaat

SBarro and Sala-i-Martin (1992) also use the data on Gross State Product (GSP) reported by the Bureau
of Economic Analysis. GSP is analogous to GDP in that it assigns the product to the state in which it
has been produced. In contrast, income (like GNP) assigns the product to the state in which the owners
of the inputs reside. This distinction is potentially important if the economies are open and people tend
10 own capital in other states, or if there is a lot of interstate commuting (people live in one state and
work in another). Barro and Sala-i-Martin (1992) show that, in practice, the distinction turns out not to
be that important; the estimates of the speed of convergence for GSP and personal incorne are similar,

Since GSP data are available only starting in 1963, we limit attention in this chapter to the results that
use the income data,

———‘____;
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the beginning of the period. Column two adds four re
to the four main census regions: Northeast, South, Midwest, and West (see Table
10.15 for a list of the states contained in each region). Finally, column three includes
sectoral variables that are meant to capture the aggregate shocks discussed in the
previous section. We already argued that the inclusion of these auxiliary variables
would help to obtain accurate estimates of B.

Each cell contains the estimate of B3, the standard error of this estimate (in
parentheses), the R?, and the standard error of the regression (in brackets). All equa-
tions have been estimated with constant terms, which are not reported in Table 11.1,

The point estimate of B for the long sample, 1880-1990, is 0.0174 (s.e.=
0.0026).5 The large B2, 0.89, can be appreciated from Figure 11.2, which provides a

scatter plot of the average growth rate of income per capita between 1880 and 1990
against the log of income per capita in 1880,

gional dummies, corresponding
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FIGURE 11.2

Convergence of personal income across U.S. states,
growth. The average growth rate of state per capita in
is negatively related to the log of per capita income in 1
B convergence exists for the U.S. states. Each state is

1880 personal income and 1880-1990 income
come for 18801990, shown on the vertical axis,
880, shown on the horizontal axis. Thus, absolute
represented by its postal code (see Table 10.4).
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®This regression includes 47 states or territories. Data for the Oklahorna territory are unavailable for
1880,
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ross the subperiods;
the likelihood-ratio statistic js now 31.7, with a p-value of 0.000.

Aggregate shocks that affect groups of states differentially, such as shifts in
the relative prices of agricultural produets or oil, might explain the instability of the
estimated coefficients. Following Barro and Sala-i-Martin [ 1991, 19922, 1992b), the
third column of Table 11.1 adds an additional variable to the regression as an attempt
to hold these aggregate shocks constant. The variable, denoted by Si; (for structure),

is calculated as 9
Sie = > wijer - Nog(yly )T (L7
=1

where w;;;_7 is the weight of sector j in state i's personal income at time ¢ — T
and y;; is the national average of personal income
The nine sectors used are agriculture, mining, construction, manufacturing, trade,
finance and real estate, transportation, services, and govemment. We think of S, as
a proxy for the effects reflected in the term ;S; in Eq. (11.4).

The structural variable indicates how
Sectors grew at the national average rate. Fo,

cializes in the production of cars and that the aggregate car sector does not grow over
the period between ¢ — T and . The low value of S, for this region indicates that it
should not grow very fast because the car industry has suffered from the shock.

Note from Eq. ( 11.7) that §,, depends on the contemporaneous growth rates of
national averages and on lagged values of state i’s sectoral shares. For this reason,
the variable can be reasonably treated as exogenous to the current growth experience
of state i.

Because of lack of data, we can include the structural variable only for the
periods after 1929, For the periods before 1929, we obtain a rough measure of Si; by
using the share of agriculture in the state’s total income,

Column three includes struct
convergence regression. (The coe;
are allowed to differ for each perio

’

per worker in sector j at time s,

much a state would grow if each of its
I example, suppose that economy i spe-

ural variables, as well as regional dummies, in the
fficients on the regional and structural variables
d.) One contrast with the Previous results is that the
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estimated B coefficient for the 1920s becomes positive. The joint estimate of B for
the nine subperiods is 0.022 (0.002). Unlike the previous cases, we now cannot reject
at conventional critical levels the hypothesis that the coefficient is the same over the
nine subperiods; the Yikelihood-ratio statistic is 12.6, and the p-value is 0.12.

The main conclusion is that the U.S. states tend to converge at a speed of about
two percent per year. Averages for the four census regions converge at a rate that is
similar to that for states within regions. If we hold constant measures of structural
shocks, then we cannot reject the hypothesis that the speed of convergence is stable

over time.

11.2.2 Measurement Exror

The existence of temporary measurement error in income tends to introduce an up-
ward bias in the estimate of B3 that is, the elimination of measurement error over
time can generate the appearance of convergence.” One reason for measurement er-
ror is that each state’s nominal income is deflated by a national price index, because
accurate indexes do not exist at the state level.

One approach to handle measurement error is to use earlier lags of the log of
income as instruments in the regressions. If measurement error is temporary (and the
error term is not serially correlated), then the earlier lags of the log of income would
be satisfactory instruments for the log of income at the start of each period. If we
reestimate column 1 of Table 11.1 with the previous lag of the log of income used as
an instrument, then we get a joint estimate of B of 0.0198 (0.0016). This panel uses
eight subperiods starting in 1900 because the observation for 1880-1900 is lost. The
OLS estimate of 8 for the same eight subperiods is 0.0202 (0.0015). Hence, the use
of instruments generates a minor decline in the estimate of 8.

When we estimate the subperiods separately, we again find only & small differ-
ence between the instrumental-variable (IV) and OLS estimates. The largest change
applies 1o the period 1950-60, for which the IV estimate is 0.0156 (0.0036), com-
pared with the OLS value of 0.0190 (0.0036).

The results for columns 2 and 3 of Table 11.1 are similar. For example, for
column 3, the joint IV estimate i 0.0197 (0.0026), compared with an OLS estimate
0f 0.0206 (0.0024). Thus, the main finding is that the instrumental procedures do not
alter the basic findings on 8 convergence. Our conclusion is that measurement error
is unlikely to be a key element in the results.

11.2.3 o Convergence

Figure 11.4 shows the cross-sectional standard deviation for the log of per capita
personal income net of transfers for 47 or 48 U.S. states or territories from 1880 to
1992. The dispersion declined from 0.54 in 1880 to 0.33 in 1920, but then rose to

e
TThe same property holds for short-term business fluctuations, We may want to design a model in which
these temporary fluctuations of output are distinguished from the kinds of transitional dynamics that
appear in growth models.

e

EMPIRICAL ANALYSIS OF REGIONAL DATA SETS 393

Without transfers

Without transfers

Income Dispersion
o
&
!

0.2 l
0.1+
With transfers (since 1929)
4]
1880 18‘90 ]9‘00 I : : I I I : ;
1910 1920 1930 1940 1950 1960 1970 1980 |29_0

FIGURE 11.4

Dispersion of personal income across U.S. states, 1880-1992, The figure shows the cross-sectiona;
P across U.S. s 1 1

J 4
variance of the log of per capita personal income for 47 or 48 U.S. states or territories from 1830 to
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11.3 CONVERGENCE A
PREFECUIIG CROSS JAPANESE

11.3.1 B Convergence

We now analyze the |
pattern of 8 conver, ita i
) : gence for per capit
g}?:nm:elgr?fectt;res, using the data set of Barro andpSala—S\:a:ifloﬁg;zcgoss .
or the sources and definitions.) Table 11.2 reports nonlinear est)i;n(ast:

of the convergence coefficient, i
e ey gence coeffici » B, for the period 1930-90. The setup of Table 11.2
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TABLE 11.2

Regressions for personal income across Japanese prefectures
[¢}] 2) [€)]
Equations with
Basic Equations with structural variables
equation district dummies & district dummies
Period g RIS g RO B R16)
1930-90 0.0279 0.92 0.0276 097 —_ —
(0.0033) [0.0019) (0.0024) {0.0012)
1930-55 0.0358 0.86 0.0380 0.90 — —_
(0.0035) [0.0045] (0.0037) [0.0038]
1955-90 0.0151 0.59 0.0222 0.81 — -
0.0035) [0.0027) (0.0035) [0.0020)
1955-1960 —-0.0152 0.07 —-0.0023 0.44 0.0047 046
(0.0079) [0.0133] (0.0082) ([0.0111] (0.0118) [0.0112]
1960-1965 0.0296 0.30 0.0360 0.55 0.0414 0.56
(0.0072) [0.0108) (0.0079) 10.0093] (0.0096) [0.0093)
1965-1970 -0.0010 0.00 0.0127 047 0.0382 0.62
(0.0062) [0.0097] (0.0067) [0.0076) (0.0091) [0.0065]
1970-1975 0.0967 0.78 0.0625 0.87 0.0661 0.87
0.0100) [0.0095) (0.0092) {0.0078] (0.0118) [0.00791
1975-1980 0.0338 0.23 0.0455 0.37 0.0469 037
(0.0100) [0.0087] (0.0119) [0.0085] 0.0145)  [0.0086)
1980-1985 ~0.0115 0.04 0.0076 037 0.0102 0.37
0.0077) [0.0075) (0.0089) [0.0066] (0.0094) [0.0067]
1985-1990 0.0007 0.00 0.0086 0.28 0.0085 0.28
(0.0067) (0.0067] (0.0082) (0.0061]} (0.0085) {0.0062]
Joint. seven 0.0125 — 0.0232 — 0.0312 —
subperiods (0.0032) - (0.0034) — (0.0040) —
Likelihood-ratio statistic ~ 94.6 40.6 264
(p-value) (0.000) (0.000) (0.002)

Note: See Chapter 10 for 2 discussion of the data on Japanese prefectures, and sce the note to Table 1 1.1 for the form
of the regressions. The variable y;,-7 is per capita income in prefecture i at the beginning of the interval divided by
the overall CP1. All samples have 47 observations. The Tikelihood-catio statistic refers to a test of the equality of the
coefficients of the log of initial income over the scven subperiods. The p-value comes from a X2 distribution with six

degrees of freedom.

The first row of Table 11.2 pertains to regressions for the whole period,
1930-90. The basic equation in column 1 includes only the log of initial income as
a regressor. The estimated B coefficient is 0.0279 (0.0033), with an R? of 0.92. The
good fit can be appreciated in Fig. 11.5. The strong negative correlation between the
growth rate from 1930 to 1990 and the log of per capita income in 1930 confirms
the existence of B convergence across the Japanese prefectures.

The estimated j coefficient is essentially the same in column 2, which incor-
porates dummies for the seven Japanese districts as explanatory variables. (See the
notes to Table 10.18 for a listing of the prefectures contained in each district.) This
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positive and significant for the per‘iodsol 9265()?3%0 133;0;725?1;;1;153&132 Jfoclgf

imate for the seven subperiods is 0.01 0.0032). A te ‘the e ‘
:;gcr:rileanis o‘l;er time is strongly rejected; the likelihood-ratio statistic is 94.6, with a

- .000. ) )
? vahlf’hzfrgsults with district dummies in column 2 allow for dlfgel;ent c;);cfﬁi;:ter;:

ies i i i ly the estimated 3 coe:
dummies in each subperiod. In this case, on i 3 i
(1’;5“515661 has the wrong sign, and it is not significant. T'he joint estimate is ?12212
(0.0034). However, we still reject the equality of coefficients at the 5 percen H
the likelihood-ratio statistic is 40.6, with a p-value of 0.000. 4 inEq. (117
Column 3 adds a measure of the structural variable, Si, defined in qfﬁcie'ms.
This variable is analogous to the one constructed for tr.lhe E.S. Istgu;s.;txr c:;:.wm s
i n
tural variable are allowed to differ for each su period.

;?et\]}i::x;n:»cvo ::olumns, none of the subperiods has the vxgong s‘;f?s\»éhgglt;ez 05:3281
i isi joi i the seven subperio X .0040).
variable is included. The joint estimate for‘ ! B s it

ikeli -ratio statistic for the equality of coefﬁmen.ts over time ,
Il;?vlfal]fg?fm(for()alo';herefore, although the likelihood_-rauo statistic is smaller than

till reject the hypothesis of stability over time. . ]
beforeé:: ssourcelof instability in the estimated 8 co;fﬁment‘s ‘Ststlg:;;if{g 118938

i ture in i
ier in the 1980s: Tokyo was by far the richest prefec

::;h l?;c;nthe largest growth rate from 1980 to 1990, an outcome not captured by the
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structural variable that we have included, If we add a dummy for Tokyo for the 1980s,
then we get estimated B coefficients of 0.0218 (0.0112) for 1980~85 and 0.0203
(0.0096) for 1985-90. With this dummy included, the test of equality of coefficients
over the seven subperiods yields a likelihood-ratio statistic of 16.7, which implies a
p-value of 0.010.

Another source of instability is the period 1970-75, for which the estimated
B coefficient of 0.0661 (0.0118) is substantiaily higher than the others. A likely

supposed to hold constant this type of shock, but the construct that we have been
able to measure does not seem to capture this effect.

As with the U.S. states, we reestimated the equations for Ja
with earlier lags of income used as instruments. The conclusion again is that the esti-
mates are not materially affected. For example, for column 3 of Table 11.2, the joint
estimate of S falls from 0.0312 (0.0040) to 0.0282 (0.0042) when the instruments
are used.

132 o Convergence across Prefectures

We want now to assess the extent to which there has been o convergence across pre-
fectures in Japan, We calculate the unweighted cross-sectional standard deviation for
the log of per capita income, o, for the 47 prefectures from 1930 to 1990. Figure 11.7
shows that the dispersion of personal income increased from 0.47 in 1930 to 0.63
in 1940. One explanation of this phenomenon is the explosion of military spending
during the period. The average growth rates for districts 1 (Hokkaido-Tohoku) and

0.7

Income Dispersion
=1
H

03

0.2

0.1 T . T T T T —
1930 1940 1950 1960 1970 1580 1990

Year
FIGURE 11.7
Dispersion of personal income across Japanese prefectures, 19301990, The figure shows the cross-
sectional variance of the log of per capita personal income for 47 Japanese prefectures from 1930 1o
1990. This measure of dispersion fell from the end of World War IT until 1980,

e
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i i i al, were —2.4 percent and —1.7 percent

[ :,:tli(\:r}él;r elnncl:zlr?tll};sig;?ilxtl‘;xstrial regions of Tokyo, Osaka, and Aichi

Do at rflsg 1, and 1.7 percent per year, respectively. ) e Wosld War I it

B s, fectural dispersion decreased dramancal.ly‘ after o 978,

o CFOSEPSIE ?) 25 in 1960, 0.23 in 1970, and hit a.mlmmurg ;)4 1;1 o

s '0-29 i inc;ez;sed slightly then: o rose to 0.13 in 1980, 0. o si;nﬂax
g};es ?Lsr;;l:;o‘:)ut has been relatively stable since 1987. Thus, the paf

to that for the U.S. states.

11.4 CONVERGENCE ACROSS EUROPEAN
REGIONS

11.4.1 B Convergence

for 90 region

‘We now analyze convergence g
m:.ny 11 in the United Kingdom, 20 in Italy, L in e
3in I‘Belgium, 3 in Denmark, and 17 in Spain. me,s e
correspond to GDP per capita for the first seven coun

. riod
o Sp;lr;]e 11.3 shows the estimates of 8 in the form of Eq.h (11:3 dfotl;J tg:.og; od
1950—9a0 The'regressions include country dummies for each pe

i ies: 11 in Ger-

in eight European countries:
. 211g in France, 4 in the Netherlands,
described in Chapter 1.0,
d to income per capita

TABLE 11.3

ions
Convergence across European regl ~
@ Equations with
ions with sectoral shares gnd
Eq::-tyodumnﬁes country dummies
coul
RYé
B RU8) B (6]
Period
0.034 0.84
0.83
130t (g.g(l)g) (0.0099] (©.009) [0.;)(;:41
- 0.020 A
023 097 o
196010 (?J.(())O% {0.0065) (0.006) (00 o ]
0.020 0.%9 0.022 [0_6077]
1780 (0.009) 10.00791 ©0.007) o
. 007 A
0.010 097 0. ggs 000641
198020 (0.004) [0.0066] (0.005)
' — 0.018 —
Joint, four 0.019 - D08 =
subperiods (0.002) g
Likelihood-ratio statistic (?).?79) b
— regions, and see the note to Table 11.1 for the form of

Note: Sce Chapter 10 for a discussion of the data on European ot Spui) n o a he beginning

of the ncrv- al, Al snm. es have . irv ‘ i -rati istic refers to a test of the equality of the
vy p! ; i “e 9(; observations. The likelihood-ratio statisti rlef toat °

cuefﬁcielnu o‘fv lhe"log of ]initinl per capita GDP or income over the four subperiods, The p-value comes from a

i f bperiods, Th fr

distribution with three degrees of frecdom.
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differences in the steady-state values of x; and 7 in Eq. (11.1) and for countrywide
fixed effects in the error terms. The country dumrmies, which are not reported in Table
11.3, have substantial explanatory power. The first four rows of column 1 show the
results for four decades. The estimates of B are reasonably stable over time; they
range from 0.010 (0.004) for the 1980s to 0.023 (0.009) for the 1960s. The Jjoint
estimate for the four decades is 0.019 (0.002). The hypothesis of constant 8 over
time cannot be rejected at conventional levels of significance; the likelihood ratio
statistic is 4.9, with a p-value of 0.18.

Figure 11.8 shows for the 90 regions the relation of the growth rate of per
capita GDP (income for Spain) from 1950 to 1990 (1955 to 1987 for Spain) to the
log of per capita GDP or income at the start of the period. The variables are mea-
sured relative to the means of the respective countries. The figure shows the negative
relation that is familiar from the U.S. states and J apanese prefectures. The correla-
tion between the growth rate and the log of initial per capita GDP or income in Fig.
11.8 is —0.72, Since the underlying numbers are expressed relative to own-country
means, the relation in Fig. 11.8 pertains to 8 convergence within countries, rather
than between countries. The graph therefore corresponds to the estimates that include
country dummies in column 1 of Table 11.3.

0.008

=0.012

-0.016

Annual Growth Rate, 1950 — 1990 Relative to Country Mean
S
1

84
T T —

T
04 0.6 0.8
Log of 1950 Per Capita GDP Relative to Country Mean

T T , . .

T T
-0.6 -04 -0.2 0 0.2

FIGURE 11.8

Growth rate from 1950 to 1990 versus 1950 per capita GDP for 90 regions in Europe. The growth
rate of a region’s per capita GDP for 1950-90, shown on the vertical axis, is negatively related to the
log of per capita GDP in 1950, shown on the horizontal axis. The growth rate and level of per capita
GDP are measured relative to the country means, Hence, this figure shows that absolute 8 convergence
exists for the regions within Germany, the United Kingdom, Ttaly, France, the Netherlands, Belgium,
Denmark, and Spain, The numbers shown identify the regions (see Table 10.5).
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Column 2 adds the share of agriculture and industry in total employment or
GDP at the start of each subperiod.® These share variables are as close as we can
come with our present data for the European regions to measuring the structural vari-
able, S, that appears in Eq. (11.7). The results allow for period-specific coefficients
for the sectoral shares.

The joint estimate of S for the four subperiods is now 0.018 (0.003). The test
of the hypothesis of stability of 8 across periods yields a likelihood-ratio statistic of
8.6, with a p-value of 0.034. Thus, in contrast to our findings for the United States
and Japan, the inclusion of the share variables makes the 8 coefficients appear less
stable over time. Probably, a better measure of structural composition would yield
more satisfactory results.

We have also estimated the joint system for Europe with individual B coeffi-
cients for the five large countries (Germany, the United Kingdom, Italy, France, and
Spain). This system corresponds to the four-period regression shown in column 2 of
Table 11.3, except that the coefficient 8 is allowed to vary over the countries (but not
over the subperiods). This system contains country dummies (with different coeffi-
cients for each subperiod) and share variables (with coefficients that vary over the
subperiods but not across the countries). The resulting estimates of 8 are Germany
(11 regions), 0.0224 (0.0067); United Kingdom (11 regions), 0.0277 (0.0104); Italy
(20 regions), 0.0155 (0.0037); France (21 regions), 0.0121 (0.0061); and Spain (17
regions), 0.0182 (0.0048). Note that the individual point estimates are all close to 2
percent per year; they range from 1.2 percent per year for France to 2.8 percent per
year for the United Kingdom.

The likelihood-ratio statistic for equality of the B coefficients across the five
countries is 3.0, and the corresponding p-value is 0.55. Hence, we cannot reject the
hypothesis that the speed of regional convergence within the five European countries
is the same.

We also reestimated the European equations with earlier lags of per capita GDP
or income used as instruments. This procedure necessitated the elimination of the
first subperiod; hence, only the three decades from 1960 to 1990 are now included.
The use of instruments had little impact on the results that included only country
dummies, corresponding to column 1 of Table 11.3. The joint estimate of B goes from
0.0187 (0.0022) in the OLS case (with only three subperiods included) to 0.0165
(0.0023). If the agriculwral and industrial share variables are added, however, the
joint estimate of 3 goes from 0.0153 (0.0034) to 0.0073 (0.0038). We think that
the sharp drop in the estimated 3 coefficient in this case reflects inadequacies in

the share variables as measures of structural shifts.

114.2 o Convergence

Figure 11.9 shows the behavior of o, for the regions within the five large countries:
Germany, the United Kingdom, Italy, France, and Spain. The countries are always

#The share figures for the first three subperiods are based on employment. The values for 1980-90 are
based on GDP.

EMPIRICAL ANALYSIS OF REGIONAL DATA 5ET5 401

04 Italy
/

5.D. of Log of GDP Per Capita

0.05 i

T T T T T T
1950 1960 1970 1980
Year

1990

FIGURE 11.9

Dlslpersion of per capita GDP within five
variance of the log of per capita GDP from
Kingdom, 20 in Italy, 21 in France, and 17 i
1950, but has been roughly stable in Germa

European countries, The figure shows the cross-sectional
1250.:0 19?0 for 11 regions in Germany, 11 in the United
n Spain, This measure of dispersion fell in most cases since
ny and the United Kingdom since 1970,

{?:il::g Il(nl :e;cendgg order of dispersion as Italy, Spain, Germany, France, and the
gdom. Ihe overall pattern shows declines in o-’ ime ,
; 1 over time fi
;}}ltl;o:f:_llttle fx:et change occurs since 1970 for German; and t;xeilr?;tggclii?u; =4
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11.5 MIGRATION ACROS,
STATRS S THE U.S.

sta::ss?}t;:;n chms?df-.rs the‘empmcal determinants of net migration among the U.S
a re.gion i be[ysns in Section 9.1.3 suggests that m;;, the annual rate of net migrati;)n'
ween years ¢ — T and ¢, can be described by a function of the form

miy = f(¥is-1. i, Ti,~7: Variables that depend on 7 but not i), (11.8)

where y;,—r is per capita income inni
£-T ) at the beginning of the period, 8, i
if;xi;i ?‘r)r:ler‘unefh (such as c'llmate and geography), and 7r;,_y is the p;olalu;:xt?o;?;ggiOf
gion 1 at the beginning of the period.? The set of variables that depends ont};
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but not on { includes any elements that influence per capita incomes and population
densities in other economies. Also included are effects like technological progress
in heating and air conditioning, changes that alter people’s attitudes about weather
and population density.

Per capita income—a proxy for wage rates—would have a positive effect on
migration, whereas population density would have a negative effect. The functional
form that we implement empirically is

mie = a+ b 10g(is—r) + C18i + Caipor + 63 (Miper) + Vi, (11.9)

where v, is an error term, b > 0, and the form allows for a quadratic in population
density, 7;,-r. The marginal effect of m;;-7 on m;; is negative if ¢ + 2¢3 < 0.

Although there is an extensive literature about variables to include as ameni-
ties, 8, the present analysis includes only the log of average heating-degree days,
denoted log(HEAT;), which is a disamenity so that¢; < 0. The variable log(HEAT;)
has a good deal of explanatory power for net migration across the U.S. states. ‘We con-
sidered alternative measures of the weather, but they did not fit as well. It would be
useful to include migration for retirement, a mechanism that likely explains outliers
such as Florida. However, these kinds of modifications probably would not change
the basic findings that we now present about the relation between net migration and
state per capita income.

Our data on net migration for the U.S. states start in 1900 and are available
for every census year except 1910 and 1930. Chapter 10 describes the sources and
definitions of these data. We calculate the ten-year annual migration rates into a
state by dividing the number of net migrants between dates # — T and ¢ by the state's
population at date t — T

Figure 11.10 shows the simple long-term relation between the migration rate
and the log of initial income per capita.!® The horizontal axis plots the log of state
per capita income in 1900. The positive association is evident (correlation = 0.51).
The main outlier is Florida, which has a lower than average initial income per capita
and a very high net migration rate of 3 percent per year.

Table 11.4 shows regression results in the form of Eq. (11.9) for net migration
into U.S. states. The results reported are for eight subperiods starting with 1900-
20. The regressions include period-specific coefficients for log(¥i.-r) and for the
log of heating-degree days. (The hypothesis of stability over the subperiods in the
coefficients of log[HEAT}] is rejected at the 5 percent level, although the estimated
coefficients on log[y;,—r] change little if only a single coefficient is estimated for the
heat variable.) Since the hypothesis that the coefficients for the population-density
variables are stable over time is accepted at the 5 percent level, we estimate Eq.
(11.9) with one coefficient for the density and one for the square of the density.
The regressions also include period-specific coefficients for regional dummies and

structural-share variables. (The estimated coefficients for the regional and structural
variables are sometimes significant, but play a minor role overall.)

10The variable on the vertical axis is the average annual in-migration rate for each state from 1900 to
1987. The variable is the average for cach subperiod weighted by the length of the interval,
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00435 (00080 espoaaas se two subperiods are 0.0438 (0.0086) and
o an ;1;}:,21:]%}; lsléirsﬂey ;ignjﬁcafrflit, the coefficient on initial income, 0.026, is small
. JROMiC - The coe cient means that, other things equal 1,
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TABLE 11.4
Regressions for net migration into U.S. states, 1900-89
Log of Heating- Square of
per capita degree Population population
Period income days density density RYé&)
1900-20 0.0335 -0.0066 —0.0433 0.0307 0.70
(0.0075) (0.0037) (0.0079) (0.0095) [0.0111]
1920-30 0.0363 -0.0124 -0.0433 0.0307 0.61
{0.0078) (0.0027) (0.0079) (0.0095) [0.0079]
193040 0.0191 -0.0048 —0.0433 0.0307 0.71
(0.0037) (0.0014) (0.0079) (0.0095) [0.0041]
1940-50 0.0261 -0.0135 —0.0433 0.0307 0.82
(0.0055) (0.0022) 0.0079) (0.0095) [0.0065]
1950-60 0.0438 —0.0205 ~0.0433 0.0307 0.70
(0.0086) (0.0031) {0.0079) (0.0095) [0.0091)
1960-70 0.0435 —0.0056 —0.0433 0.0307 0.70
(0.0083) (0.0025) (0.0079) {0.0095) [0.0069]
1970-80 0.0240 -0.0077 -0.0433 0.0307 0.73
(0.0091) {0.0024) (0.0079) (0.0095) {0.0072)
1980-89 0.0163 -0.0066 —0.0433 0.0307 0.72
(0.0061) (0.0019) (0.0079) (0.0095) [0.0053]
Joint, 8 0.0260 individual -0.0427 0.0300 -
subperiods 0.0023) coefficients (0.0079) (0.0097) —_

Note: The likelihood-ratio statistic for a test of the equality of the income coefficients over the 8 subperiods is 17.1,
with a p-value of 0.017 (from a x? distribution with 7 degrees of freedom). The regressions use iterative, weighted
least squares and take the form.
mig = ap + by - Yog(yi-1) + C1p - heal + c3 Wiy + €3+ W p + Cy - region; + ¢3S,

where m;, is the net flow of migrants into state / between years ¢ — T and ¢. expressed &5 & ratio to the population at
t — T+ heat, is heating-degree days; 7,7 is lation density (th ds of persons per square mile); region, is a
set of dummies for the four main census regions; and Sy, is the structural variable described in the text. The estimates
of &, ¢4, 2nd ¢35, are not shown. The data are discussed in Chapter 10. All samples have 48 obscrvations. Standard

errors are in parentheses.

roughly 2 percent per year. The combination of the results for migration with those
for income convergence suggests that net migration rates would be highly persistent
over time. The data confirm this idea: the correlation between the average migration
rate for 1900-40 with that for 1940-89 is 0.70.

11.6 MIGRATION ACROSS JAPANESE

PREFECTURES
Before we analyze migration across Japanese prefectures and implement Eq. (11.9)
for Japan, we should mention that there is a substantial difference between the
typical Japanese prefecture and the typical U.S. state in terms of area. The average
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élis r:):c: glalfa%lgzel prefecture is 6,394 square kilometers,!! roughly half the size of
- .16 Targest prefecture, Hokkaido, is 83,520 km? i
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B, gaerggrs :tlzltc?lnnecncut and a bit smaller than New Jersey. In compa,rison the’
: S, state as an area of 163,031 km?, and the area ft}{ in
E;);m.leme'\l United States, Texas, is 691,030 km?, Califomiaowitlf ;r i:St Stfate Loas
, is slightly larger than all of Japan (377,682 km?), FaordlL0se

the central city are extremely high,
To deal with these issues empiri
' pirically, we would lik
o ! . e to have a my
e density of t.hcf. ne}ghbonng _prefecrures. Conceptually, we could constxijlcstursi:l'lf

0.876 for Chiba, and 0 910 for K
N . anagawa, For th i i
for Hyogo, 0.871 for Nara, and 0.982 for Wal:ay:n(;s.%a resiom theaios are 0.953

u H
This figure excludes Hokkaido, which i an Th
ure d » which is about five times as Jary
average size including Hokkaido is 8,036 km?, two-thirds the sizgco?sCon)::::t?::tu ther prefectures, The

IZI 5. H
T comparison, the U.S. state with the largest density in 1990 was New Jersey with 390 people/km?

There seems to be some commuting across prefectures in the areas surrounding Kyoto and Aich but

the magnitudes are much smaller: Aichi’s ratio i
+ Aich PO .
of Dy Kynre o mall tchi’s ratio is 1.016 (and its neighboring prefecture, Gifu, has a ratio
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We constructed a variable called “neighbor’s density” by assigning the prefec-
tures of the Tokyo area (Tokyo and its immediate neighbors, Saitama, Chiba, and
Kanagawa) and the Osaka area (Osaka and its immediate neighbors, Hyogo, Nara,
and Wakayama) the average density of their immediate neighbors. For other prefec-
tures, the variable equals its own population density. We expect to find a positive
relation between migration and this neighbor variable and a negative relation be-
tween migration and own density. This relation would indicate that people do not
like to live in dense areas (they have to pay the congestion costs), but like to be close
to these areas (so that they get the benefits of a big city).

The functional form that we estimate is

my = a+ b-log(yi-r) + €10; + cami—r + c37i_p + Vi,  (1110)

where v;, is an error term, and #}'f_; is the population density of the surrounding
prefectures. To calculate the amenity (weather) variable, we squared the difference
between the maximum and average temperatures, added the square of the differ-
ence between the minimum and average temperatures, and then took the square
root. Hence, this variable measures extreme temperature. A variable similar to the
one used for the United States (heating-degree days) was unavailable. We experi-
mented with other weather variables, such as maximum and minimum temperatures
and average snowfall over the year. These alternative variables did not fit as well.

Figure 11.11 shows the relation between the average annual migration rate for
1955-87 and the log of income per capita in 1955. The clear positive association
(simple correlation of 0.58) suggests that net migration reacts positively to income
differentials. An interesting point is that the three outliers at the top of the figure are
Chiba, Saitama, and Kanagawa, the prefectures surrounding Tokyo.

Table 11.5 shows the results of estimating migration equations of the form of
Eq. (11.10). The first row refers to the average migration rate for the whole period,
1955-90. The coefficient on the log of initial income per capita is 0.0126 (0.0061).
As expected, net migration is negatively associated with own density (—0.0049
[0.0022]) and positively associated with neighbor’s density (0.0190 [0.0034]). The
extreme temperature variable is insignificant.

The next seven rows in Table 11.5 show results for the five-year subperiods
beginning with 1955-60. The estimated coefficient on initial income is significantly
positive for all subperiods, except for 1975-80, for which the coefficient is positive,
but insignificant. The joint estimate is 0.0188 (0.0019), which implies that, other
things equal, a 10 percent increase in a prefecture’s per capita income raises net
in-migration by enough to raise that prefecture’s rate of population growth by 0.19
percentage points per year. This result is close to that found for the U.S. states. A test
of the stability of the income coefficients over time yields a likelihood-ratio statistic
of 18.0, with a p-value of 0.006.

The own-density variable is significantly negative, except for the first sub-
period, and the neighbors’ density variable is positive for all subperiods (significantly
so for four of the seven subperiods). The extreme weather variable is negative, but
only marginally significant. Thus, weather does not seem to play an important role
in the process of internal migration in Japan.
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5-90
-ll;zgtfsslil;)sns for net migration into Japanese prefectures, 195
- Own Neighbors’
Locio:.ta Extreme population populalﬁon R16)
r 'y
Period p;ncorﬂe temperature density density
0.0190 0.62
0.00014 —0.0049
195590 (g'g(llé?) (0.00062) (0.0022) (0.0034) [0.0;)21]
' . 0.
0.0216 -0.00014 0.0060 g%ﬁ) 00038]
195360 (0.0036) (0.00012) (0.0013) ©: ;
. 7 074
-0.00014 -0.0019 0.014
1960-65 (ggg;;) (g 3%12) (0.0020) (0.0031) [0.0(7)Z 1]
I - 0.0142 0.
-0.00014 -0.0065
1200 (3'8(3)38) (0.00012) 0.0017) 0.0025) [0.00;361
' . 05
=0.00014 -0.0064 0.0114
19705 (g-gé)zg) (g.%l 2) (0.0015) (0.0023) [0,0;);0]
. 2 0.
0.0060 -0.00014 =0.0037 0.00?4) 05043
19750 (0.0067) ©.00012) ©0011) 0.00
. ' 0.39
0.0101 -0.00014 -0.0023 O.ggg;) 0.0030)
1980-85 (0.0044) 0.00012) (0.0006) ©: 55
. . 0.
0.0148 -0.00014 -0.0026 g%;g) (0.6039)
1585-50 (0.0040) (0.00012) (0.0006) ©
4 indivi individual —
i ~0.00040 individual in h -
JD:‘H- Ziods (gg(])?g) (0.00015) coefficients coefficients
subpe: .

Note: The likelihood-ratio statistic for the that the income coeffi the samne is 18.0, with a p-value
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TABLE 11.6

Regressions for net migrati
on the log of per capita GDP
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on into European regions,

1950-90, coefficients

1950s 1960s 1970s 1980s Total

Germany 0031 0.0074 0.0040 0.0024 0.0076
0.0121) (0.0088) (0.0038) (0.0086) (0.0014)

United Kingdom — 0.0049 —0.0069 — —0.0041
(0.0011) (0.0013) 0.0023)

Italy 0.0182 0.0208 0.0089 0.0309 0.0117
(0.0041) (0.0027) (0.0020) 0.0106) (0.0018)

France 0.0090 -0.0008 0.0097 — 0.0100
(0.0056) (0.0095) (0.0041) (0.0036)

Spain 0.0126 0.0135 00117 0.0031 0.0034
(0.0068) (0.0112) (0.0063) (0.0070) (0.0021)

Overall 0.0107 0.0072 0.0046 00141 0.0064
(0.0038) (0.0040) (0.0024) 0.0070) (0.0021)

Note: The regressinns take the form,

Mije = ap+ by logly-r) + ¢ temp; +cp ey
+ 3+ (country dummy) + ¢y, *AGyju-r + €5y IN,
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of persons per square kilometer); AG
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for each country, The last row restricts th
in the interscction of the last row and col

gion i of country ; between years 1 —

ija=T

T and ¢, expressed as a ratio to

ije-7 is the share of employment or
INy -7 is the share in industry. All estimation is by the iterative,
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nificant, 0.03] (0.012), whereas those for the
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other three decades are insignificant,

are significantly positive, but many of

Spain are insignificant.

for Spain. If we restrict the coefficients to
them to vary over time, then the estimated
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values are 0.0107 (0.0038) for the 1950s, 0.0072 (0.0040) for the 1960s, 0.0046
(0.0024) for the 1970s, and 0.0141 (0.0070) for the 1980s. Finally, if we restrict
the coefficients to be the same across countries and over time, then we get 0.0064
(0.0021). Although this estimate is significantly positive, the size of the coefficient
is much smaller than the comparable values for the United States (0.026) and Japan
(0.019). The main finding therefore is that the migration rate for European regions
is positively related to per capita GDP or income, but the magnitude of the relation
is weak, and the coefficients cannot be estimated with great precision.

1.8 MIGRATION AND CONVERGENCE

We found in Chapter 9 that the migration of workers with low human capital from
poor to rich economies tends to speed up the convergence of per capita income and
product. The convergence coefficients estimated in growth regressions would in-
clude this effect from migration. In this section, we attempt to estimate the effect of
migration on convergence by including the net migration rate as an explanatory vari-
able in the growth regressions. If migration is an important source of convergence—
and if we can treat the migration rate as exogenous with respect to the error term in
the growth equation—then the estimated convergence coefficient, 8, should become
smaller when migration is held constant.

We enter the contemporaneous net migration rate in growth regressions in
Table 11.7. The first row reports the estimated speed of convergence, B, for the U.S.
states. The sample period, 1920-90, is divided into seven ten-year subperiods. The
regression includes period-specific coefficients for constant terms, dummies for the
four major census regions, and the structural variable discussed before. The coeffi-
cient on the log of initial per capita income is constrained to be the same for each
subperiod. This setup parallels the joint estimation shown in Table 11.1, column 3,
except for the elimination of the two early subperiods.

Column 1 of the table reports the estimate of 8 when the migration rate is not
included in the regressions. The speed of convergence is 0.0196 (0.0025), close to
the familiar 2 percent per year. Colurnn 2 adds the net migration rate as a regressor.
(The coefficient on this variable is constrained to be the same for each subperiod.)
The estimated coefficient on the migration rate is positive and significant, 0.093
(0.030), and the estimate of 8. 0.0231 (0.0028), is actually somewhat higher than
that shown in column 1. Thus, contrary to expectations, the estimate of B does not

diminish when the net migration rate is held constant.

The results are likely influenced by the endogeneity of the net migration rate.
Specifically, states with more favorable growth prospects (due to factors not held
constant by the included explanatory variables) are likely to have higher per capita
growth rates and higher net migration rates. We attempt to isolate exogenous shifts
in migration by using as instruments the explanatory variables used to explain the
net migration rate in Table 11.4. These variables include population density and the
log of heating-degree days. (The assumption here is that some of these determinants
of migration do not enter directly into the growth equation.) The results, contained

in column 3 of Table 11.7, show an insignificant coefficient on the migration rate,
—0.006 (0.048), and an estimated 8 coefficient, 0.0174 (0.0033), that is slightly
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TABLE 117
Migration and convergence
[¢V] (2)
Miglra:ian Migration Mig(rsa)tion
(OLS) included (AV)
- B B Migration B Migration
mited §
Usied Stts Soiss 0.0231 0.0931 0.0174 -0.00
e 0025) (0.0028) (0.0305) (0.0033) (0'043)
I (g.g(a)i g) 0.0340 0.0907 0.0311 ~0.108
i 0o (0.0044) (0.0041) 0.0042) ©.112)
German 2 02 0.0240 ~0.014 00181 -0.542
o 0088) ©.0091) ©.235) (0.0093) 0.429)
Urited Kingdom ooz 0.0220 0.116 0.0261 I
i (0.0132) ©.0203) (0.395) (0.0267) (8?%)
y (ggggg 0.0244 0.166 0.0180 ~0.121
o o ) (0.0070) (0.156) (0.0098) (0.370)
0224 0.0172 - -
e ! 0.038 00 -
i ©.0265) (0.0063) ©.126) (0,0(1,;;) (gl(l)gg)
Spuin_ (g.gfg; 0.0295 ~0.124 0.0268 ~0.068
0102) 0.0096) (©.102) ©.0119) (0.203)
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rates are held constant. One surprising result here is that‘the nelhmigrattll?: ::::? :e
insigni i i for the European regions, whereas 1 en-
insignificant in the OLS regressions t A i
i iti fficients. It may be that the teg
dogeneity story suggests positive coe ! glonal et migre,
i European countries, a possibility
tion rates are not well measured for the count ssibility thac wou
i ies i timated migration equations in the: 5.
Iso account for the difficulties in the estim 2 :
’ A second prediction from the migration theor;_' in Chaptler 9is th?t ;co::;s;f
with higher sensitivity of net migration to per capita 1ncc'>me.w1ll have;h hig :1;11 s
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United States, Japan, Germany, the Unil rance i, The
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3The B coefficients for France and the United Kingdom' are those esumatec:hov;;:hsenmsa;:iss\;zic;?:r
for which the migration data are available. The 8 coefficient esun_laled over the L5, e somelation
France and higher for the United Kingdom. If we use th_ese all:rnat:ve estimates of 8,
with the coefficient from the migration equations is slightly higher, 0.32,
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estimated for the European countries suggests that this relation should be interpreted
with caution. See Braun ( 1993) for further discussion of this approach,

11.9 CONCLUSIONS

We studied the behavior of the U.S. states since 1880, the prefectures of Japan since
1930, and the regions of eight European countries since 1950, The results indicate
that absolute B convergence is the norm for these regional economies. That is, poor
regions of these countries tend to grow faster per capita than rich ones. The con-
vergence is absolute because it applies when no explanatory variable other than the
initial level of per capita product or income is held constant.

We can interpret the results as consistent with the neoclassical growth model
described in Chapters 1 and 2 if regions within a country have roughly similar tastes,
technologies, and political institutions. This relative homogeneity generates similar
steady-state positions. The observed convergence effect is, however, also consistent
with the models of technological diffusion described in Chapter 8. !

One surprising result is the similarity of the speed of 8 convergence across data
sets. The estimates of 8 are around 2-3 percent per year in the various contexts. This
slow speed of convergence implies that it takes 25-35 years to eliminate one-half of
an initial gap in per capita incomes. This behavior deviates from the quantitative
predictions of the neoclassical growth model if the capital share is close to one-third,
The empirical evidence is, however, consistent with the theory if the capital share is
around three-quarters. :

The analysis of migration indicates that the rate of net migration tends to re-
spond positively to the initial leve] of per capita product or income, once a set of other
explanatory variables is held constant. This relation is clear for the U.S. states and
the Japanese prefectures, but is weaker for the regions of five large European coun-

tries. We also check whether the presence of B convergence in the regional data can
be explained by the behavior of net migration. The evidence here is not definitive,
but suggests that migration plays only a minor role in the convergence story.
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