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Abstract. Droughts can lead to severe socioeconomic impactsities by affecting
industrial production, food and energy price, amcbme. Given that the frequency and
intensity of this climatic event are increasing dugse of climate change, assessing the
vulnerability of economic activities to drought &ssential to develop adaptation
strategies. This study explores the economic effeftdroughts on the S&o Paulo
Metropolitan Area (SPMA), a region with a high centration of people and economic
activities and frequently hit by droughts. Our nzetltomprises an integrated system of
analysis that puts together climatic and econonaialthses. The integrated modeling
system is divided into three steps: i) calculat@@able to represent drought conditions;
i) estimate the direct impact of droughts on sedtactivities through an econometric
model; and iii) estimate the total impact on theremmy through a Spatial Computable
General Equilibrium (SCGE) model calibrated with muipal data. The econometric
model results showed that energy and water-intenisislustries are more sensitive to
droughts in the SPMA. The results from the simolagiin the SCGE model showed that
the impact on these sectors could spread to theseztonomy, indirectly affecting
activities such as land transport, constructioml p@rsonal services and decreasing the
total production and disposable income of metraaolmunicipalities.

Keywords: local droughts impact, industrial activity, rega analysis, integrated
modeling.

1. Introduction

The 8" Assessment Report (AR6) (IPCC, 2021) points oat there will be more
droughts in the following years considering globarming of 2°C (high confidence
level). Because droughts can impose several samoeaic effects on cities, adaptation

actions will be necessary for such a drier scenario

At the local level, droughts can have a devastatimgact, especially in the short term.
Power cuts, reduced irrigable areas, rising foddepr and falling income are a few
examples of damages (Hertel & Liu, 2016). Drougtds limit economic activities

because water is a fundamental resource for savanralfacturing sectors. Industries use
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it for human consumption, electricity generatioeating, and cooling fluid, among other
uses. If local or regional governments are not gmegh to provide enough training and
infrastructure to face the negative consequencesaafghts, the result will be a severe
water crisis affecting the population and econoadaitivities. This was the case faced by
the Sao Paulo Metropolitan Area (SPMA) in Brazil.

The SPMA is located in the State of Sdo Paulo, I8t Brazil, and comprises 39
municipalities, including the megacity of S&o Pa#ocording to the Brazilian Institute
of Geography and Statistics (IBGE, 2021), in 2Gh&,SPMA concentrated around 10%
of the total Brazilian population and approximat&8% of the Brazilian Gross Domestic
Product (GDP). In 2014, rainfall dropped well belihe historical average in the SPMA’s
area, and the flow of rivers that fed the watempdppeservoirs and energy dams reached
the lowest mark in history (Marengo et al., 2018)e combination of this drought with
the growth of water demand, the lack of adequaenrphg for water resource
management, and the lack of collective consumerevess of rational water use have
generated the so-called water crisis (Marengo. £2@15). Despite some news at the time
calling attention to the effects of this crisisrmany economic activities, we did not find
any robust estimation about it. Considering thamate change can increase the intensity
and the frequency of events like the 2014’s, @rigcial to identify sectoral vulnerabilities

for local adaptation plans in this vital region.

In the climate economics literature, while manydsts assess droughts’ impacts on
agriculture output and aggregated variables, lik@PGand exports, there is a lack of
evidence about their effects on local economicvdigs, especially those developed in
urban areas. Thus, this study intends to contributidling this gap by evaluating the
potential effects of drought on local industridiaties in SPMA and its spillover effects.
We used a combination of climatic and economic arathe analysis. First, we estimated
the potential effects of droughts on the indust@lvities of the SPMA using a dynamic
panel data model. Then, we used the estimatiorghiegwith a climate change scenario
to perform simulations in a Spatial Computable GahEquilibrium Model (SCGE) to
assess economy-wide effects. From the results,anadentify the industrial activities
more vulnerable to droughts and how this vulneitgtspread to other sectors and regions

of Brazil.



In the following sections, we will present somedevice about the effects of droughts on
economic activities (section 2), present the methagy (section 3), show the findings

of the research (section 4), and make the finabr&m(section 5).

2. How do droughts affect economic activities?

Although droughts affect several economic actisitimost studies focus on the impact
on the agricultural sector or subsectors. Thiesabse agriculture is highly sensitive to
climate variability, and the impacts of droughts @ops and pastures are directly and
immediately observed and easy to measure. Dell. §2@14) and (Ding et al., 2011)
present some examples of investigating the impdasoughts on agriculture production.

Many studies also belong to the so-called new ¢kreaonomics (Dell et al., 2014). This
literature concerns a range of empirical studiaes tise panel data methods to explore the
effects of changes in temperature, precipitatiod, @her climatic variables on economic
variables (GDP, exports, and value-added). For gi@n(Dell et al., 2012) constructed
a database of temperature and precipitation fros® 18 2003 for several countries and
combined it with aggregate product data to asdesdistorical relationship between
changes in temperature and precipitation and ecanperformance. They found three
major results: i) high temperatures affect econaggnoevth, but only in poor countries; ii)
this effect may occur because of the influenceeaigerature on the level and rate of
growth; and iii) higher temperatures have far-réagheffects, reducing agricultural
production, industrial production, and politicahlsility. (Burke et al., 2015) made a
similar analysis but got different results regagdich and poor countries (there is no
distinction between rich and poor countries, anth lagricultural and non-agricultural

sectors can be affected).

Jones & Olken (2010) analyzed the effects of clersitocks on exports and found that
high temperatures in poor countries negativelycaftae growth of their agricultural

exports and exports of light manufacturers. Khamale{2017) estimated a panel data
model with varying specifications to investigatee trelationship between economic
growth and hydro-climatic variables at the watedsleel in national territories. Their

results showed that water availability and its agged risks highly influence economic
growth. Panwar & Sen (2019) and de Oliveira (2@\8)enced that drought (represented
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by the number of people affected) negatively affeitte growth rate of GDP and
agricultural and non-agricultural (aggregate) secto

Drought extremes directly affect the costs and maes of urban supply companies.
Guzman et al. (2017) and Mohor & Mendiondo (201@), example, evaluated the

situation of the Basic Sanitation Company of that&tof Sdo Paulo (Sabesp) and
proposed insurance schemes to insure potenti®ddssm extreme events. The higher
the costs of the supply companies, the higherah#s charged to users. As the water
demand is inelastic to income and price (Ruijs.eRA08), higher tariffs affect disposable
income and the population’s well-being.

On the question of drought effects on industrigbat; which is the focus of this work,
there are four possible channels of impact. Thennoaie is the reduction of water
availability. Freire-Gonzéalez et al. (2017) arghattdroughts represent a situation of
interruption in the supply of a critical input feome production processes. In
metropolitan areas, an intense drought imposesatesis on the direct water withdrawn
by industries. These restrictions can lead to iofgions or stoppages in production,
especially in the more water-intensive sectorstriéi®n can also occur via the urban
supply system since, in water crises, there mayakiening and tariff increases for

industrial users, thus increasing production costs.

Another channel is the worsening of water quaiMgn Vliet & Zwolsman (2008) affirm
that long-lasting droughts result in meager flotesaand cause an overall deterioration
of water quality with higher temperatures. A wolisgnin water quality means higher

costs in its treatment before use, making prodogatiore expensive.

High temperatures and dry weather are common ingihoevents and can significantly
affect labor and capital productivity. For examplenes & Olken (2010) estimated that
high temperatures decrease the exports of sevarralfacturers because of their effects
on labor productivity. For other studies on tempeeand factor productivity, see Dell
et al. (2014) and Desbureaux & Rodella (2019). Qhts also affect industrial activity
through their effects on energy production and iopineductive inputs, as Panwar & Sen
(2019) discussed.



Although we did not find evidence, it is plausili@t some sectors benefit from drought
events. A drought can stimulate the sale of spepifoducts and services and/or lead to

some productivity gain during production.

The drought impacts on a specific sector are rsitioed to it. Because of the economic
linkages, these impacts can propagate to otheroegicractivities and even to regions
that are not under drought conditions. Input-Outplddels (I-O) and Computable
General Equilibrium (CGE) models, linked or notother direct estimation models, are
the main methods used to assess such effectsx&mpée, Gonzalez (2011) proposed a
system composed of econometric estimates and annigdel to measure the
macroeconomic impacts of restrictions on water supgar Catalonia (Spain). His
simulations suggested a loss of 0.34% of GDP witld@st restrictions on water supply
and 2.8% with more extreme restrictions for thaaegtudied. Pagsuyoin et al. (2019)
used a dynamic and spatial I-O to examine the adveffects of drought on sectoral
interdependence. They applied the method to Massatis (USA), which faced

historical conditions of widespread drought in 2016

Since the 1990s, several CGE models focusing oarwasources have been developed
to address issues related to water availabilitydnodghts. Some examples are Berck et
al. (1991), Seung et al. (1998), Seung et al. (R0Dtwer (2012), Freire-Gonzalez et
al. (2017), and Luckmann et al. (2014).

Our contribution will focus on using highly disaggated sectoral data at the municipal

level to identify the direct and spillover effecsdroughts.

3. How to measure the effects of droughts on econonactivities?

Figure 1 represents our strategy to estimate taégoonomic impacts of droughts on the
SPMA. Step 1 is to process the economic and cloaia. Step 2 is to estimate the direct
impacts of droughts on the production value of idustrial sectors using a panel data
model. The estimated coefficients are combined théhprojection of drought intensity
in Step 3. In Step 4, we simulate scenarios in SBIEGE model. In the following

subsections, we present the details of each step.



Figure 1. Estimation procedures

Source: the authors.

3.1Data processing

We used two main sources of data: climate datau@ghbintensity) and sectoral data by
the municipality, described in the following.

3.1.1 Drought intensity

Drought generally refers to a reduction in preeifdn compared to normal conditions
and can be grouped into four types (meteorologiagtjcultural, hydrological, and
socioeconomic drought) (Mishra & Singh, 2010). Heseefocus on the socioeconomic
drought, which is associated with the impact ofreadequate supply of some economic
goods resulting from the other three types of dndsig

We used th&elf-Calibrated Palmer Drought Severity Index (s&Pproposed by Wells

et al. (2004), an updated version of the tradifioRalmer Drought Severity Index
(Palmer, 1965), as the indicator of drought condgi Couttenier & Soubeyran (2014)
highlight that the scPDSI captures the meteorokdgionditions on the ground and the
non-linear effects related to precipitation and gemature. In addition, Rossato et al.
(2017) showed that this indicator is directly rethtto climatological patterns of

precipitation and soil moisture at any spatial daachporal scale (including future



projections), so it can be associated with econ@mécsocial information for the creation

of risk maps to support decision-makers.

The identification of drought periods is made uding classification of Palmer (1965).

A scPDSI below -0.99 indicates a drought eventoAseconomic data are annual, we
used the method presented by Kim et al. (2002)mvert monthly scPDSI into an annual

drought intensity variable:

1. For each year and municipalityi, we identified the months in which the scPDSI is
less than -0.99. These are the dry months

2. The annual drought severity is calculated by adding the scPDSI values of tiye d
monthsn in each yeat.

3. The probability of occurrence of drought in eachrye is calculated by dividing the
number of dry months in a yea¥)(by 12.

4. The drought intensity then is calculated by multiplying the drought s#yeby its

probability of occurrence.

In math notation:

(1)

This procedure allows each drought event to beaahyl distributed in a given year,
avoiding annual intermittence. For the econometrazdel, we calculated from 2003
to 2016 to the 39 municipalities using data from @limatic Research Unit (CRU)/The
University of East Anglia (Osborn et al., 2019).

We also calculated using projections of temperature and precipitatrom a climate
change scenario (RCP8.5 for the period 2011-20d@)ahistorical period (1976-2005).



These data are from the Center for Weather Foiegaand Climate Studies of the
National Institute for Space Research (CPTEC/IN&Ehe Brazilian government, and

we used them to build scenarios of analysis.

From the projected , we analyzed the frequency and intensity of drésigrhis analysis
associates the intensity of a drought with its metperiod. The return period is the
expected time interval (years) for a given evenbdour. It is also seen as a measure of
the probability of occurrence given by one overrittern period. We made this analysis
based on Kim et al. (2002) and Loukas et al. (2008) each period, is classified in
descending order; ii) the values are fitted to iéable frequency distribution (Gumbel
probability distribution, also called Extreme Valdistribution); and iii) the return level
(intensity) is identified for each return periodglie 2 provides the theoretical drought
intensity by return periods for a historical (r&flece scenario) and the scenario RPC 8.5
2011-2040.

Figure 2. Frequency-intensity curves for drought itensity, SPMA

Source: the authors.

The graph shows that for the same return periadinfensity of droughts will be higher
in a scenario with high-concentration emissionss fineans climate change can increase
the intensity of drought in the area. To perforra simulation in the SCGE model, we
selected the variation of drought from the retuenqga of 10 years because this was the

approximate period between the last two severegitsun the area



3.1.2 Sectoral and municipality data

The dependent variable of the econometric modelthis Value of Industrial
Transformation (VTI) per municipality provided bif(ndacdo Seade, 2019). The data
comprises 21 divisions of the manufacturing industy municipalities from 2003 to
2016. Data are in current values for the correspongear; thus, we updated it to 2015
prices based on the implicit GDP deflator.

The SCGE model was calibrated with data from thertagional Input-Output System
for SPMA (IIOS-SPMA) for 2015, estimated accorditagythe method presented in
Haddad et al. (2017). The 11IOS-SPMA contains préidacdata from 56 sectors at the
municipal level, as well as household consumptionyestment, government
consumption, and exports by municipalities. It utds the 39 municipalities of the
SPMA, one region with an aggregation of data fraheomunicipalities of the Sdo Paulo
state, and one region representing an aggregatiother Brazilian states. The list of
regions and sectors of the model is in Appendix 1.

3.1.3 Direct impact estimation

An econometric model measures the effects of droungénsity on industrial activities.

The model’s dependent variable is the value of stril transformation by industry
j, municipalityi, and yeatt. The variable of interest is the annual drougknsity of a

municipality

We estimated a panel data model with the unit @fcspcorresponding to the 39
municipalities of the SPMA and the unit of time ttogithe years from 2003 to 2016.
According to Dell et al. (2014), panel data tecluess) are widely used to analyze the
effects of climatic variables on economic variablEse most used are fixed-effect panels
because they control for time-variant and invarggpdtial heterogeneities common to all

units (national, global macroeconomic impacts,)etc.

Regarding the control variables, Hsiang (2010kst#tat the temporal trendmust enter

directly into the model with sectoral productioneadependent variable for three reasons:



1) technological changes that occur gradually owae can be incorporated into the
productive structure; ii) production in a given ustiy may contract or expand over time
due to the performance of the economy; and iiic#eyears they can be “abnormal”
for reasons unrelated to the weather, such asswaeys in world commaodity prices. For
these reasons, we included the variableand to capture linear and non-linear

temporal trends.

We also included a time-lagged dependent variableagsess the extent to which
production in yeatt is correlated with that of previous years, keepmyglrological
conditions constant. According to Hsiang (20108, lgged variable used as a control is
essential to avoid spurious estimates for the wmefit of hydrological conditions.

Equation 2 represents the model we estimated.

(2)

where is the value of industrial transformation by intty$ in municipalityi and year
t; is the annual drought intensity in municipalitand yeat; T represents the time

trend; and is aterm that includes the fixed effects of mipatities! and the residuals

' . The coefficient is the direct impact of the drought intensity ndustrial production.
We obtained the coefficients using the System GMNteator (Arellano & Bover, 1995;
Blundell & Bond, 1998). This estimator is suitalie panels where the time unit is
smaller than the space unit, which is our casee®enated the model separately for each

of the 21 industries.

As a robustness check, we estimated Equation 2junoled Ordinary Least Square
(POLS) and Fixed Effect (FE) estimators. By POLS, is positively correlated with
the error term, while in FE estimates, the coedfitiis negatively correlated due to the
negative sign in transformed . Given the different directions of biases, comsist
estimates of must be within the range of estimates from POLS8 BE. We also

estimated a model in which the dependent variabléhe growth rate of industrial

production. According to Hsiang (2010), the relasbip between production and the

10



climate variable can be spurious, as producti@uis-correlated. If is an integrated
process of order one, its differentiation betweeriqas will produce a stationary time
series that should not lead to spurious correlati@guation 3 represents the regression

for the growth rate. The estimation method is tked effects.

# $ 3)

3.2 Scenario building and Economy wide-effects estonati

The effects of droughts on the industrial sector spread all over other sectors and
regions. We use an SCGE model, the B-MARIA modektigped by Haddad (1999), to

capture these economy-wide effects. This modebkas used in some applications for
the SPMA, such as Haddad & Teixeira (2015), Hadstaal. (2015), and Haddad et al.

(2018).

The B-MARIA model includes elements of an interog@l system, allowing a better
understanding of the effects of a given exogeneesitein a region (Haddad & Vieira,
2015). These elements are the interregional floouafds and services, transport costs
based on origin-destination pairs, interregionajnation of primary production factors,
regionalization of public sector transactions, eeglonal labor market segmentation. The
model also maps inter-industry relationships byelaf production, payments to labor
by place of residence, and consumption structungldige of consumption. Its results are
based on a bottom-up approach; national resultslateened from aggregating regional
results. The model identifies different productanmd investment sectors in each region,
a representative household in each region, regamélfederal governments, non-profit
institutions (NSHI), and a single foreign area thraides with each domestic region
through a network of ports (Haddad et al., 201%)oTprimary local factors enter the

production process, according to regional alloceicapital and labor).

In the B-MARIA model, the direct economic impacfsgdooughts on a sector entered the

model as exogenous shocks to its production funclibe value of the chocks for each
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scenario is calculated by multiplying the coeffidie from Equation 2 by projections of
drought intensity.

We performed simulations using two types of closnoirédhe model. Closing an EGC
model means choosing the exogenous and endogeaoablgs. One is the short-run
closure, in which capital stock, regional populafitabor supply, and real wages are
fixed, investment decisions and government demaméxogenous, and the household’s
consumption depends on the available income. Ther & the long-run closing, in which

all factors can move between sectors and regions.

4. Results

This section presents the results from the diredteconomy-wide effects estimations.

4.1 Direct impact estimates

Here we are presenting only the estimates of auabie of interest, the drought intensity
. Appendixes 2 and 3 show all the estimation resuts robustness check, and

econometric tests. Generally speaking, in all regons Is positive and

statistically significant, suggesting that the euatrproduction of each industry depends

on its value in the previous year. The statissogihificance of the time trend coefficients

( and ) vary according to industry.

Table 1 brings the estimates of thecoefficient. We considered a coefficient is roltist

it is statistically significant in the regressiastimated by System GMM (Equation 2) and
First Difference (Equation 3). We interpreted tls@reated coefficients as the industry’s
sensitivity to droughts’ intensity. The higher twefficient, the more sensitive the sector
is to drought intensity variations. Of the 21 ingiegs analyzed, in 10, the drought

intensity is robust (industries in bold in Table 1)
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Table 1. Annual drought intensity estimates

Industry Coe{ﬁ;:lent SD P>|z|
1. Food product manufacturing -0.014 0.006 0.012
2. Beverage manufacturing 0.018 0.008 0.018
3. Textile and textile product mills 0.000 0.004 0.918
4. Apparel manufacturing 0.030 0.012 0.014
5. Leather and leather products manufacturing 0.027 0.016 0.084
6. Wood product manufacturing 0.018 0.008 0.018
7. Cellulose and Paper Products Manufacturing 0.006 0.007 0.392
8. Printing and related support activities 0.000 0.018 0.997
9. Petroleum and coal products manufacturing -0.015 0.006 0.011
10. Chemical manufacturing 0.001 0.005 0.865
11. Pharma chemicals manufacturing 0.002 0.005 0.641
12. Plastics and rubber products manufacturing -0.009 0.006 0.154
13. Nonmetallic mineral product manufacturing 0.009 0.006 0.125
14. Primary metal manufacturing -0.042 0.017 0.014
15. Metal product manufacturing -0.025 0.005 0.000
16. Computer and electronic product manufacturing -0.043 0.014 0.002
17. Electrical equipment and appliance manufacturing -0.025 0.008 0.001
18. Mechanical machines manufacturing -0.012 0.006 0.036
19. Motor vehicle, body, trailer, and parts manufactgri -0.008 0.006 0.233
20. Other transportation equipment manufacturing -0.068 0.020 0.001
21. Furniture and related product manufacturing -0.009 0.010 0.361

Source: the authors.

Eight industries have negative coefficients: foodduicts; petroleum and coal products;
primary metal; metal products; computer and eledtrequipment; electrical equipment
and appliances; mechanical machines; and othesposh equipment. In terms of
magnitude, the largest marginal effects are frotreotransport equipment (-0.068),

computer and electronic equipment (-0.043), anchgry metal (-0.042).

In the food industry, a drought can affect the $yob food used as intermediate inputs
harming production. In addition, this is a wateeimsive sector. Any restriction in the

water supply can affect its production. Even ifrehis no restriction, the reduction in the
water quality can affect this sector. Lower wateaikbility means more inputs are

needed for its treatment since there is a smatlieinve of water to dilute the same number
of pollutants.

In other industries, the reduction of water avaliglbmay explain the results, as it is used
as a production input and/or production factor (ic@p testing, solution, or cleaning, for
example). This should be the case in petroleunmirgfiand coke plants and primary

metal manufacturing, the sectors with the highestew withdrawal coefficients,
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according to the Water Agency of Brazil (Agénciachaal de Aguas, 2017). The results
may also be related to higher energy consumptiandhystries since greater cooling and

ventilation of closed production spaces will beuieged.

In two industries, apparel manufacturing, and leaind leather goods manufacturing,
the sign of the estimated coefficient is positiseggesting that they may benefit from
drought situations. Jones & Olken (2010) showed tha export of leather products
benefits from the increase in temperature, but tthelynot discuss possible channels
behind the effects found. The positive gain maydated to the greater availability of
raw materials since droughts/high temperatures heattle raising and boost their
slaughter. Another hypothesis is that productionetiies from the drier environment, as
one of its stages involves drying the raw mateRagarding apparel manufacturing, no
evidence was found to help explain the relation&himd. As in the production of leather
goods, some stages of its production process magfibevhich overlaps with the losses
of the drought. Maybe their products have increasgutice or demand in droughts/high

temperatures, which is reflected in a higher préidacvalue.

Estimates show that the most negatively affectetbse are capital and/or technology-
intensive ones. Their productivity losses in drawgjtuations can hinder local economic
development and must be considered in policies rtompte industrial activity. In

addition, primary metal manufacturing, metal pradumanufacturing, and electrical
machines manufacturing figure among the sectots thé highest production multipliers
in the region. A reduction in their activity levetan potentially affect other sectors’
production, employment, and income levels in ad mhunicipalities in the metropolitan

area and outside it. The simulations performed whtth SCGE model captured these

effects.
To reduce the vulnerability to droughts in thoset@es, it is necessary to encourage the

development of production processes that requese@ater and energy, the improvement

of domestic and industrial effluent treatment teatbgies, and water reuse.
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4.2 Economy-wide impacts estimates

We performed the simulations in the SCGE model figghyang an exogenous shock in
the production function. The values of the shodleb(e 2) are equal to the multiplication
of the robust coefficients by the drought variatigve consider all the municipalities to
face the same shocks. We performed simulationsgusia short-run and long-run
closures. Short-run and long-run refer exclusivelythe closure of the model, which
follows the traditional economic view: in the shauh the factors are fixed, and in the
long-run they are free to move. Our aim in the datons was to identify possible
sectoral and local vulnerabilities to drought egeithe question the simulations tried to
answer was: what if the intensity of the droughtwvaireturn period of 10 years increased?

What would be the possible local and sectoral ing¥ac

Table 2. Value of the exogenous shocks (direct img, % change to the base

scenario
Industry Shock
Food product manufacturing -1.32%
Apparel manufacturing 2.87%
Leather and leather products manufacturing 2.60%
Petroleum and coal products manufacturing -1.40%
Primary metal manufacturing -3.98%
Fabricated metal product manufacturing -2.41%
Computer and electronic product manufacturing -4.07%
Electrical equipment and appliance manufacturing -2.43%
Mechanical machines manufacturing -1.17%
Other transportation equipment manufacturing -6.50%

Source: the authors.
Note: the value of the base scenario is the infgns$idrought with a return period of 10 years tioe
period from 1976 to 2005.

The model results are the difference (%) betweerbtise scenario of the model (2015)
and the new equilibrium after the exogenous shiocthe following, we discuss some of

the macroeconomic, local, and sectoral impactfoftsand long-term closures.

Table 3 presents the impact of the shock on sonteaaeonomic variables. Brazil's GDP
can reduce in both scenarios because of differmiponents of aggregate demand. In
the short term, the major determinant is the drophe export volume (exports lose
competitiveness because of increased productiots)cds the long term, there is a
slowdown in domestic demand (household and investdemands), directing additional
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production to the foreign market, as evidencedheypositive variation in the volume of
exports.

According to the simulations, if droughts affece industrial production in SPMA, the
prices (see GDP deflator, demand side) and payneifdstors of production can rise in
the short term and reduce in the long term. Intstesm simulations, as there is no factor
mobility, the greater demand for factors increabespayment of primary factors and
prices. In the long term, the slowdown in domestnand reduces the demand for

primary factors, which is reflected in aggregatgmants.

These results show the relevance of the indugirauction of SPMA in Brazil. Falls in
the production of some industrial sectors estabtish the SPMA can lead to significant
economic losses for the country due to economkatyes. Thus, reducing vulnerabilities
to droughts in the SPMA'’s productive sectors isarotssue that should only be addressed

at the local level.

Table 3. Macroeconomic impacts, % change to the bascenario

Variable Short-run Long-run
Adggregated

GDF -0.041 -0.34:
Household consumptis 0.01: -0.54¢
Aggregate real investme 0.00( -0.43:
Real government consumpt 0.02¢ -0.00¢
Actual consumption of ISFI 0.02: -0.34¢
Export volumi -0.25: 0.14¢
Volume of import 0.17¢ -0.45¢

GDP Components

GDPdeflator, demand sii 0.19¢ -0.36¢
Aggregate payment to cap 0.14« -0.57¢
Aggregate payment to wc 0.15¢ -0.86:

Source: simulations results.

Figure 3 shows the effects of the shock on the $SRsgional Product (GRP) of the
SPMA municipalities. The main difference betwees shenarios is the magnitude of the
effects, which are higher in the long-run. Locathye municipalities most affected by the
shocks are Ferraz de Vasconcelos, Rio Grande da,%&d Embu Guacu. Industrial
activities represent around 20% of the value addetthese municipalities; thus, it is
reasonable that they are the most negatively a&fledhe effects on the S&o Paulo city
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(-0.22% and -0.57% in the short and long-run seegpare smaller than the effects on
the other municipalities because the industriatagechave a smaller share of GDP.
However, in monetary terms, the loss in Sdo Paaforeach 370 mi USD in the short-

run and -960 mi USHin the long-run.

Another difference between the scenarios is trecelin the Rest of S&o Paulo and Brazil.
In the short-run, these regions can benefit lftiten the loss caused by droughts in the
SPMA as they become relatively more competitiveéhinlong term, the total production
of these regions has a negative variation, follgwthe results of the metropolitan

municipalities.

As possible local adaptation policies, we can ici@stment in technology to reduce the
vulnerability of the traditional sectors to drougimd investments in the so-called green
sectors (those that contribute to preserving otoriggy the environment, whether in
traditional sectors, such as manufacturing and toacton or new emerging green
sectors, such as energy renewable). Investmetitese sectors could also contribute to
making cities more sustainable and with lower Isvel GHG emissions. However,
studies are still needed on the economic importahgeeen sectors in the SPMA.

Figure 3. Impacts on Gross Regional Product (GRPYb6 change to the base
scenario
(@ Short-run (b) Long-run

Rest of SP: 0.02% Rest of SP: -0.29%
Rest of Brazil: 0.01% Rest of Brazil: -0.26%

Source: simulations results.

4 August 2022 prices
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To analyze the sectoral effects, we grouped theebéors of the SCGE model into three
groups, each containing the ten most affected secide first group shows the ten
industries directly affected; the second is theebthdustries (including manufacturing,
mining, construction, and public utilities); ancktthird is the sectors linked to trade and
services. The 41 regions were grouped into fodia¢ditate visualization: (1) the city of
Sé&o Paulo, (2) the average of other municipalit@® the SPMA, (3) the rest of the State
of Sao Paulo (RSP), and (4) rest of Brazil (RBR).

Table 4 brings the impacts on activity levels ia #hnort-run. In all the sectors, the effect
on the level of activities in the city of S&o Paidgomuch more significant than in the
activities of other municipalities in the metropah area. Computer and electronic
product manufacturing are the industries most &tk ¢-8%). In sectors with a decrease
(increase) in the activity level in the SPMA, thesean increase (decrease) in other
regions (RSP and RBR). This is the case, for exapgblprimary metal, metal products,
computer products, and electrical and mechanicalhmas. The production of these
sectors becomes more competitive in regions outbielSPMA, which translates into a

higher level of activity.

The effects on other industries, trade, and seswace spillover effects that occur due to
the productive chain of the directly affected sextoBy negatively affecting its
production, an industry may demand less produciiyeits, reducing its suppliers’
production. It can also pass on the higher costs fwroducts and increase the price of its

final goods.

Among the industries indirectly affected, the effen the production of automobiles,
trucks, and buses stands out. By the econometribieimoo evidence was found that
droughts directly affected its production. Howevbe simulations with the SCGE model
suggest that it may be affected by its dependencetlwer sectors, like metal products
and electrical and mechanical machinery and equipniBeverage manufacturing and
maintenance, repair, and installation of machiremg equipment are also among the

most indirectly affected.

Regarding trade and services activities, all cowfits have a negative sign. In terms of

magnitude, the biggest effects are in sectors s@schand, air, and water transport,
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accommodation, and storage. These are complemerdetiyities to industrial
production, so they are likely to be the main ané#ectly affected.

Table 4. Sectoral impacts, short-run simulation (%change)

Sector Sao Other Rest of Rest of
Paulc SPMA SF Brazil
Industry directly affecte
Food product manufacturi -2.13¢ -1.87¢ 0.04¢ 0.03(
Apparel manufacturir 4.56¢ 3.521 -0.281 -0.20:
Leather and leather products manufactt 3.25( 2.72% -0.03: -0.027
Petroleum and coal produmanufacturin -1.51( -0.56¢ 0.05¢ 0.04¢
Primary metal manufacturi -5.21¢ -3.81¢ 0.23i 0.11%
Metal product manufacturii -3.06¢ -2.88: 0.56¢ 0.43¢
Computer and electronic product manufactt -7.88: -5.40¢ 0.64¢ 0.461
Electrical equipment arappliance manufacturil -3.22¢ -2.501 0.50¢ 0.46:
Mechanical machines manufactur -1.83¢ -1.62¢ 0.13¢ 0.12%
Other transportation equipment manufactu -4.531 -3.20( -0.07¢ 0.03:
Industry indirectly affecte
Beveragemanufacturin -0.33: -0.05¢ -0.03¢ -0.011
Chemical manufacturir -0.197 -0.09¢ -0.04¢ -0.03(
Wood product manufacturil -0.15¢ -0.08¢ -0.04¢ -0.04¢
Cellulose and Paper Products Manufactt -0.14¢ -0.06¢ -0.04¢ -0.04¢
Plastics and rubbgproducts manufacturit -0.131 -0.10¢ -0.031 -0.007
Nonmetallic mineral product manufactur -0.11¢ -0.09( -0.04¢ -0.01¢
Motor vehicle, body, trailer, and parts manufactg -0.28¢ -0.27¢ -0.05: 0.00z
Maintenance, repair, and installationmachinery and equipme -0.28¢ -0.26( -0.031 -0.01(
Furniture and related product manufactu -0.08: -0.08: -0.012 0.00¢
Trade and Servic
Wholesale and retail tra -0.07¢ -0.06¢ 0.00¢ 0.01(
Ground transportatic -0.14: -0.117 0.00: 0.011
Water transportatic -0.12% -0.00¢ -0.05¢ -0.052
Air transpor -0.18( -0.05z2 -0.03: 0.021
Storage. auxiliary transport and mail activi -0.09¢ -0.07¢ -0.011 0.00¢
Accommodatio -0.14: -0.11¢ -0.07¢ -0.04¢
Food service -0.05¢ -0.06:¢ 0.00: 0.00¢
Legal accounting, consulting, and company headgrs -0.05¢ -0.04¢ -0.00¢ -0.00:
Architectural, engineering, technical testing/asa -0.081 -0.04: -0.03z -0.02¢
Non-real estate rentals and intellectual property émanagemel -0.09( -0.05¢ -0.03¢ -0.03¢

Source: simulations results.

Table 5 shows the impact in the long-term scenaiie. notice some differences by
comparing these results with the ones from Tab{@ng of them is the negative effect on
the production of the food industry and oil refigim the RSP and RBR regions (in the
short term, the effect was positive). The dropha general level of activities in the
SPMA, much more significant in the long term, caduce the demand for products from

these sectors from other regions, and, thus, fotivity levels are reduced.

Concerning other industries and trade and servites difference is because of the
appearance of the construction sector and furnatiities among the most affected.
While in the short term, the most affected are¢rsegvices related to the current business
level, in the long term, the most affected sectyesthose linked to infrastructure. This
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suggests that firms are induced to transfer pracluéd more attractive regions, reducing
the demand for facilities and infrastructure, whisheflected in the drop in the level of
activity in the sectors mentioned above. We algblighted the effects on private health,
private education, and artistic activities as cquaseces of falling in the income

generated by industries.

Table 5. Sectoral impacts, long-run simulation (% bange)

Séo Other Rest of Rest of

Sector Paulc  SPMA SF Brazil
Industry directly affecte
Food product manufacturi -2.47: -2.43( -0.217 -0.241
Apparel manufacturir 4.44: 3.31¢ -0.69: -0.54:
Leather and leather products manufactt 3.42( 2.67(C -0.191] -0.13¢
Petroleum and coal prodummanufacturin -1.93¢ -0.79¢ -0.32¢ -0.281
Primary metal manufacturi -5.11¢« -4.02¢ 0.341 0.27(C
Metal product manufacturii -3.40: -3.26¢ 0.49: 0.32¢
Computer and electronic product manufactt -8.23( -5.73i 0.41¢ 0.252
Electrical equipment arappliance manufacturil -3.48¢ -2.75¢ 0.40(¢ 0.32¢
Mechanical machines manufactut -1.96¢ -1.89: 0.097 0.07¢
Other transportation equipment manufactu -4.23( -3.24: 0.13¢ 0.03¢
Industry indirectly affecte
Tobacco productmanufacturin -0.45: -0.03¢ -0.47¢ -0.12¢
Printing and related support activit -0.30: -0.37( -0.26¢ -0.20¢
Motor vehicle, body, trailer, and parts manufactg -0.42: -0.41¢ -0.24( -0.22(
Furniture and related product manufactu -0.44¢ -0.571 -0.34¢ -0.31¢
Maintenance, repair, and installation of machirerg equipmel -0.44¢ -0.57¢ -0.11¢ -0.101
Electricity, natural gas, and other utilit -0.57¢ -0.431 -0.47: -0.411
Water, sewage, and waste manage -0.32¢ -0.49: -0.37¢ -0.307
Constructiol -0.53: -0.707 -0.431 -0.36¢
Plastics and rubber products manufactt -0.31% -0.321 -0.15¢ -0.15¢
Nonmetallic mineral product manufactur -0.26¢ -0.42¢ -0.29: -0.271
Trade and Servic
Real estate activiti -0.757 -0.861 -0.631 -0.61(C
Wholesale and retail tra -0.44: -0.64¢ -0.31% -0.31¢
Ground transportatic -0.45¢ -0.63¢ -0.29¢ -0.291
Telecommunicatior -0.422 -0.51¢ -0.43¢ -0.35¢
Financial intermediation, insurance, and suppleargmntensior -0.37¢ -0.64¢ -0.39¢ -0.271
Private healt -0.371 -0.631 -0.352 -0.301
Artistic, creative, and entertainment activi -0.35¢ -0.56¢ -0.27¢ -0.28¢
Membership organizations and other personal ses -0.46¢ -0.701 -0.391 -0.351
Privateeducatiol -0.32¢ -0.52¢ -0.01t -0.02¢
Development of systems and other information set -0.30¢ -0.52¢ -0.361 -0.221

Source: simulations results.

So far, we can see differences between the shdibag-term scenarios, suggesting that
the assumptions about the functioning of the ecgneignificantly affect the results.
Generally, when it is assumed that factors careakacated between sectors and regions,

the effects are more significant when looking at@el and regional results.

Two limitations must be taken into account when lyaag the results from the
simulations. First, the SCGE model does not incltieeimpact of companies’ future

investment decisions. They can cancel or postpoodugtion expansion because of

20



water shortages caused by drought. Second, th@agpradopted did not include the
effects of drought on water utilities. In times whter scarcity, tariffs can increase,
causing welfare loss and inflation. Therefore,gb@mated economic losses may be even

more substantial.

All the results involve some source of uncertagtiEven with robustness tests, it is
impossible to eliminate the uncertainties relatethe methods and data used. However,
the results were obtained through the best availatfbrmation and methodologies

already used individually or together.

5. Final remarks

Assessing the impact of drought on aggregated ouspunmportant for estimating the
magnitude of the risk it represents to a regionweler, evaluations with locally and
sectorally disaggregated data are more adequateltystand the vulnerability to drought
better and propose adaptation policies. In ouryaisl we pointed out that water and
energy-intensive sectors in SPMA are the most ptamgencore in economic losses
because of drought. We also showed that spilld¥ects could harm economic activities
in many regions. This evidence should be taken a&uimount in drought vulnerability
assessments. It can be used to increase the gaplastitutions, governments, and civil

society to understand how drought affects them.

The challenge is estimating locally and sectordityaggregated data and combining them
in an integrated method. Our methodology is an gtamf how to do it. We used all the
available municipal data to estimate the econometndel and the interregional matrix
and employed a method from natural (climate) saetm calculate the variable
representing drought conditions. Similar procedesesbe used for other natural hazards

and other regions of Brazil and even for other tioces with data availability.
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Appendix 1. Regions and Sectors of the Interregiona

| Input-
Output Model

REGIONS SECTORS

R1 Aruja S1  Agriculture. livestock. extractive. aquaculture and fisher

R2 Baruer SZ Mineral extractio

R3  Biritiba Mirim SZ  Food product manufacturi

R4 Caieira: S4  Beverage manufacturi

R5 Cajama SE  Tobacco products manufactur

R6 Carapicuib S€ Textile and textile product mi

R7 Cotis S7  Apparel manufacturir

R8 Diadem: SE€ Leather and leather products manufactt

RS Embu das Arte S¢  Woodproduct manufacturir

R1C Embt-Guagt S1C Cellulose and Paper Products Manufactt

R11 Ferraz de Vasconce S11 Printing and related support activit

R1Z Francisco Morat S1z Petroleum and coal products manufact.

R1:Z Franco da Roct S1% Biofuel manufacturin

R14 Guararem S1<z Chemical manufacturit

R1E Guarulho S1t Pharma chemicals manufactui

R1€ Itapecerica da Sel S1€ Plastics and rubber products manufactt

R17 ltapev S17 Nonmetallic mineral produmanufacturin

R1¢ Itaquaquecetut S1¢ Primary metal manufacturi

R1¢ Jandir: S1¢ Metal product manufacturil

R2C Juquitibe S2(C Computer and electronic product manufactt

R21 Mairiporé S21 Electrical equipment and applianmanufacturin

R2z Maué S2Z Mechanical machines manufactui

R2Z Mogi das Cruze S2% Motor vehicle. body. trailer. and parts manufacturi

R24 Osasc S2¢< Other transportation equipment manufact.

R2E  Pirapora do Bom Jes S2t  Furniture ancrelated product manufacturi

R2€ Poé S2€ Maintenanc. repair and installation of machinery and equipr

R27 Ribeirdo Pire S27 Electricity. natural gas and other utilit

R2¢ Rio Grande da Set S2¢ Watel. sewage and waste manager

R2¢  Salesopoli S2¢ Constructiol

R3(C Santa Isab S3(C Wholesale and retail tra

R31 Santana de Parna S31 Ground transportatic

R3Z Santo Andr S3z Water transportatic

R3:Z Sé&o Bernardo do Cam S3% Air Transpor

R34 Sao Caetano do ¢ S3¢ Storag. auxiliary transport and mail activiti

R3E S&o Lourengo da Se S3t Accommodatio

R3€ Sé&o Paul S3¢ Food service

R37 Suzan S37 Print-integrated editing and editi

R3¢ Tabo&o da Ser S3¢ Televisior. radic. film and sound and image recording/editing acts

R3¢ Vargem Grande Paulis S3¢ Telecommunicatior

R4C Rest of the Sdoaulo Stat S4C Development of systems and other information set

R41 Rest of Braz S41 Financial intermediatic. insurance and supplementary pens
S4z Real estate activitis
S4% Lega. accountin. consulting and company headqual
S4<  Architectura. engineerin. technical testing/analysis and R&D serv
S4t  Other profession. scientific and technical activiti
S4€ Non-real estate rentals and intellectual property assetageme
S47 Other administrative activities and complemenservice
S4¢  Surveillanc. security and investigation activit
S4¢  Public administratic. defense and social secu
S5C Public educatio
S51 Private educatic
S5Z Public healt
S5: Private healt
S5¢  Artistic. creative and entertainment activi
S5&  Membership organizations and other personal se
S5€ Domestic service
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Appendix 2. Unit Root Tests

Vit (level) Vit (In)
Industry Inverse Inverse
chi-squared (F  p-value chi-squared (F p-value
1. Food product manufacturing 108,2¢ 0,0C 157,2¢ 0,0c
2. Beverage manufacturing 21,41 0,87 49,5¢ 0,01
3. Textile and textile product mills 33,0¢ 1,0C 62,01 0,62
4. Apparel manufacturing 17,7¢ 1,0C 137,1: 0,0C
5. Leather and leather products manufacturing 109,4: 0,0cC 63,3( 0,0c
6. Wood product manufacturing 21,41 0,87 49 5¢ 0,01
7. Cellulose and Paper Products Manufacturing 36,0¢ 1,0C 31,4¢ 1,0C
8. Printing and related support activities 29,6t 1,0C 60,41 0,5¢
9. Petroleum and coal products manufacturing 89,8: 0,0 24,11 0,8¢
10. Chemical manufacturing 139,1: 0,0C 88,61 0,0z
11. Pharma chemicals manufacturing 100,7¢ 0,0C 129,3: 0,0C
12. Plastics and rubber products manufacturing 149.,4; 0,0c¢ 110,5( 0,0C
13. Nonmetallic mineral product manufacturing 62,2: 0,67 89,5¢ 0,04
14. Primary metal manufacturing 341,1( 0,0C 255,1: 0,0c
15. Fabricated metal product manufacturing 75,3: 0,37 111,0¢ 0,0c
16. Computer and electronic product manufacturing 56,2¢ 0,6¢ 101,27 0,0C
17. Electrical equipment and appliance
manufacturin 115,9: 0,0c 96,2¢ 0,01
18. Mechanical machines manufacturing 62,5( 0,67 146,5¢ 0,0C
19. Motor vehicle, body, trailer, and parts
manufacturin 10,77 1,0C 151,27 0,0c
20. Other transportation equipment manufacturing 27,31 0,7¢ 78,31 0,0C
21. Furniture and related product manufacturing 27,31 0,7¢ 74,5¢ 0,07

Fishe-type uni-root test based on Philli-Perron tests. Time trend and panel means incl

Ho: All panels contain unit root
Ha: At least one panel is station:
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Appendix 3. Estimation results

1. Food product manufacturing

(1) (2) 3) (4)

SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VP1 0.956*** 0.979*** 0.813***
(0.0204 (0.00682 (0.0317
lit -0.0138** -0.0126**  -0.0115* -0.0145*
(0.00552 (0.00566 (0.00523 (0.00575
T 0.0289° 0.025¢ 0.0342° 0.024:
(0.0167 (0.0203 (0.0195 (0.0205
T? -0.00186: -0.0017 -0.0018: -0.0017!
(0.000958 (0.00115 (0.00108 (0.00118
Constar 0.411° 0.18(¢ 1.893*** -0.037¢
(0.214 (0.115 (0.361 (0.0760
Observation 44( 44( 44( 44C
R-square: 0.98¢ 0.71¢ 0.01¢
Number of co 34 34 34
AR(1) 0.00043i
AR(2) 0.58¢
Hansel 0.22:
Number of Instrumen 26

Standard errors in parenthe
*** n<0.01, ** p<0.05, * p<0.]

2. Beverage manufacturing

(1) (2) ®3) (4)

SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VPr1 0.982*** 0.990%** 0.753***
(0.0366 (0.00910 (0.0842
lit 0.0181** 0.017: 0.0174 0.010(
(0.00763 (0.0123 (0.00899 (0.00822
T 0.023¢ 0.038: 0.078: 0.035:
(0.0442 (0.0298 (0.0525 (0.0381
T? -0.0021¢ -0.00333* -0.0044 -0.0034:
(0.00293 (0.00169 (0.00292 (0.00261
VP 0.19:2 0.12¢ 1.828*** 0.074:
(0.318 (0.0849 (0.583 (0.112
Observation 158 158 158 158
R-square: 0.98¢ 0.67: 0.03¢
AR(1) 0.13:
AR(2) 0.58i
Hansel 0.96(
Number of Instrumen 28

Standard errors iparenthese
*** pn<0.01, ** p<0.05, * p<0.]
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3. Textile and textile product mills

(1) 2) 3) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VPr1 0.980*** 0.973*** 0.777**
(0.0196 (0.0146 (0.0528
lit 0.00045! -0.0011: 0.00022. 1.88¢05
(0.00445 (0.00675 (0.00560 (0.00653
T -0.0074¢ -0.013: -0.0028t -0.014:
(0.0165 (0.0199 (0.0214 (0.0228
T? -0.00035! 9.64¢06 -0.00087. 0.00012!
(0.000978  (0.00117 (0.00117 (0.00138
Constar 0.261 0.341* 2.207%** 0.078:
(0.210 (0.136 (0.554 (0.0807
Observation 42¢ 42¢ 42¢ 42¢
R-square: 0.97¢ 0.62( 0.01¢
AR(1) 0.042:
AR(2) 0.14«
Hansel 0.35i
Number of Instrumen 28
Standard errors in parenthe
*** n<0.01, ** p<0.05, * p<0..
4. Apparel manufacturing
(1) (2) 3) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VP, 0.886*** 0.975%** 0.760***
(0.0545 (0.0106 (0.0602
lit 0.0300** 0.0309** 0.0299** 0.0320**
(0.0122 (0.0121 (0.0120 (0.0124
T 0.0938*** 0.0675’ 0.107** 0.0612**
(0.0280 (0.0360 (0.0354 (0.0279
T? -0.00622**  -0.00476*  -0.00645*** -0.00441*
(0.00168 (0.00211 (0.00203 (0.00169
Constar 0.66¢ 0.081" 1.567** -0.084¢
(0.442 (0.122 (0.432 (0.0968
Observation 431 431 431 431
R-square: 0.97¢ 0.60¢ 0.031
AR(1) 0.00029:
AR(2) 0.041°
Hansel 0.227
Number of Instrumen 33

Standard errors in parenthe
** n<0.01, ** p<0.05, * p<0.!
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5. Leather and leather products manufacturing
(1) 2) 3) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VPq 0.894*** 0.983*** 0.779%**
(0.0403 (0.0180 (0.0920
lit 0.0272° 0.026! 0.0278* 0.0328**
(0.0158 (0.0165 (0.0119 (0.0125
T -0.059° -0.058¢ -0.048¢ -0.056:
(0.0579 (0.0628 (0.0563 (0.0538
T? 0.0019¢ 0.0019¢ 0.00069! 0.0016¢
(0.00297 (0.00372 (0.00281 (0.00299
Constar 1.034%** 0.418° 1.831%** 0.311
(0.284 (0.235 (0.515 (0.204
Observation 27¢ 27¢ 27¢ 27¢
R-square: 0.93¢ 0.60: 0.02¢
AR(1) 0.0039¢
AR(2) 0.80¢
Hansel 0.42¢
Number of Instrumen 26
Standard errors in parenthe
*** n<0.01, ** p<0.05, * p<0.]
6. Wood product manufacturing
(1) (2) 3) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VPiy 0.982%*** 0.990%*** 0.753***
(0.0366 (0.00910 (0.0842
lit 0.0181* 0.017: 0.0174 0.010¢
(0.00763 (0.0123 (0.00899 (0.00822
T 0.023¢ 0.038: 0.078: 0.035:
(0.0442 (0.0298 (0.0525 (0.0381
T2 -0.0021¢ -0.00333* -0.0044 -0.0034:
(0.00293 (0.00169 (0.00292 (0.00261
Constar 0.19: 0.12¢ 1.828*** 0.074:
(0.318 (0.0849 (0.583 (0.112
Observation 152 152 152 152
R-square 0.98¢ 0.67: 0.03¢
AR(1) 0.13:
AR(2) 0.581
Hansel 0.96(
Number of Instrumen 28

Standard errors in parenthe
*** n<0.01, ** p<0.05, * p<0.]
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7. Cellulose and Paper Products Manufacturing

1) 2) 3) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VPy1 0.960*** 0.954*** 0.617**
(0.0688 (0.0295 (0.159
lit 0.0059¢ 0.0076: 0.0022! 0.0045:
(0.00697 (0.00868 (0.00608 (0.00695
T -0.0021¢ 0.0061¢ 0.028¢ 0.0014-
(0.0264 (0.0158 (0.0217 (0.0150
T? 0.00013! -0.00044; -0.0017 -0.00026!
(0.00180  (0.000952  (0.00119 (0.000974
Constar 0.44¢ 0.49¢ 4.040** 0.029:
(0.681 (0.305 (2.704 (0.0517
Observation 39C 39C 39C 39C
R-square 0.967 0.36¢ 0.00z
AR(1) 0.0041:
AR(2) 0.80:
Hansel 0.13¢
Number oflnstrument 26
Standard errors in parenthe
*** n<0.01, ** p<0.05, * p<0.!
8. Printing and related support activities
1) (2) 3) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VPe1 0.937*** 0.968*** 0.786***
(0.0332 (0.00974 (0.0410
lit -7.65¢05 -0.0038° 0.012: -0.0042°
(0.0177 (0.0183 (0.0193 (0.0203
T 0.0050° 0.032( -0.038¢ 0.046:
(0.0332 (0.0324 (0.0408 (0.0284
T? 0.00081. -0.00076: 0.0033: -0.0015¢
(0.00188 (0.00201 (0.00264 (0.00169
Constar 0.38: 0.029: 1.823*** -0.284**
(0.371 (0.144 (0.469 (0.105
Observation 39z 39z 39z 39z
R-square: 0.97: 0.591 0.01¢
AR(1) 0.00015!
AR(2) 0.16¢
Hansel 0.10z2
Number of Instrumen 2€

Standard errors iparenthest
% p<0.01, ** p<0.05, * p<0.]



9. Petroleum and coal products manufacturing

(1) 2) ) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VP¢1 0.914**= 0.984*** 0.624***
(0.0522 (0.0146 (0.156
lit -0.0146** -0.0149’ -0.0145* -0.0156**
(0.00577 (0.00851 (0.00595 (0.00658
T -0.0189** -0.027: 0.022: -0.0267**
(0.00856 (0.0248 (0.0315 (0.0103
T? 0.00020° 0.00081. -0.0017- 0.00086:
(0.000697 (0.00146 (0.00225 (0.000649
Constar 1.025* 0.324° 3.916** 0.142***
(0.577 (0.192 (1.566 (0.0445
Observation 17¢ 17¢ 17¢ 17¢
R-square: 0.96¢ 0.37i 0.02¢
AR(1) 0.029:
AR(2) 0.217
Hansel 0.78¢
Number of Instrumen 24

Standard errors in parenthe
** p<0.01, ** p<0.05, * p<0.

10. Chemical manufacturing

(1)

)

3) (4)

SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VPe1 0.849*** 0.985*** 0.455***
(0.0630 (0.0108 (0.0972
lit 0.00077: 0.0020: -0.0102** 0.0019¢
(0.00455 (0.00749 (0.00396 (0.00346
T -0.0201° -0.0070: -0.0059:- -0.0060:-
(0.0111 (0.0176 (0.0140 (0.0107
T? 0.00117: 0.00058: 0.000441 0.00051:
(0.000617 (0.000991 (0.000961 (0.000652
Constar 1.758** 0.185° 6.061*** 0.014:
(0.732 (0.104 (2.105 (0.0389
Observation 42¢€ 42¢€ 42¢ 42¢
R-square: 0.98¢ 0.21( 0.001
AR(1) 0.057:
AR(2) 0.63:
Hansel 0.060¢
Number of Instrumen 2C

Standard errors in parenthe
% p<0.01, ** p<0.05, * p<0.]
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11.Pharma chemicals manufacturing

(1) 2) ) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VP¢1 1.006*** 0.997*** 0.771%*=
(0.00898 (0.0122 (0.0924
lit 0.0021- 0.0010¢ -0.00055! 0.0017¢
(0.00460 (0.00606 (0.00545 (0.00562
T -0.0516**  -0.05071*** -0.024: -0.0498***
(0.0201 (0.0176 (0.0209 (0.0172
T? 0.00253*  0.00235* 0.00073! 0.00235*
(0.00118 (0.00101 (0.00121 (0.00107
Constar 0.14¢ 0.265’ 2.856** 0.222***
(0.117 (0.151 (1.080 (0.0583
Observation 247 247 247 247
R-square: 0.99:2 0.67¢ 0.05¢
AR(1) 0.078:
AR(2) 0.75¢
Hansel 0.18¢
Number of Instrumen 2C

Standard errors in parenthe
% p<0.01, ** p<0.05, * p<0.]

12.Plastics and rubber products manufacturing

1) 2) () (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VP 0.980%** 1.006%** 0.837***
(0.0150 (0.00824 (0.0228
lit -0.0087¢ -0.0121* -0.0105’ -0.0125*
(0.00615 (0.00574 (0.00526 (0.00542
T 0.0287* 0.0330° 0.0405** 0.0332°
(0.0165 (0.0172 (0.0153 (0.0170
T? -0.00230**  -0.00261* -0.00307*** -0.00263*
(0.00102 (0.00102 (0.000867 (0.000998
Constar 0.13: -0.158** 1.627*** -0.095¢
(0.178 (0.0793 (0.250 (0.0590
Observation 481 481 481 481
R-square: 0.99( 0.67¢ 0.03:
AR(1) 0.055:
AR(2) 0.12¢
Hansel 0.088:
Number of Instrumen 28

Standard errors in parenthe
*** n<0.01, ** p<0.05, * p<0.]
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13.Nonmetallic mineral product manufacturing

1) 2) 3) (4)
SYSTEM
VARIABLES GMM InVP14 InVP14 D.InVP14
VP 0.986%*** 0.988*** 0.793*%**
(0.0284 (0.00651 (0.0322
lit 0.0087" 0.0043¢ 0.0075¢ 0.0052¢
(0.00573 (0.00579 (0.00488 (0.00529
T 0.0713**=* 0.0759%*** 0.0957*** 0.0747%**
(0.0259 (0.0175 (0.0194 (0.0209
T? -0.00516***  -0.00544*** -0.00604*** -0.00543***
(0.00148 (0.00102 (0.00105 (0.00122
Constar 0.0020¢ -0.038( 1.826%** -0.152**
(0.290 (0.0982 (0.343 (0.0745
Observation 43¢ 43¢ 43¢ 43¢
R-square: 0.98¢ 0.731 0.09¢
Number of co 34 34 34
AR(1) 0.022:
AR(2) 0.50:
Hansel 0.097¢
Number of Instrumen 28
Standard errors in parenthe
*** n<0.01, ** p<0.05, * p<0.!
14.Primary metal manufacturing
1) 2) 3) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VP 0.976*** 0.998*** 0.567***
(0.0407 (0.0133 (0.0611
lit -0.0415* -0.0441*  -0.0259*** -0.0461***
(0.0168 (0.0190 (0.00938 (0.0165
T -0.0967***  -0.0942*** -0.034¢ -0.0936***
(0.0373 (0.0289 (0.0365 (0.0228
T? 0.00387: 0.00377* -0.0010: 0.00375*
(0.00231 (0.00172 (0.00264 (0.00151
Constar 0.610° 0.384** 4,534*** 0.360***
(0.329 (0.153 (0.561 (0.0764
Observation 39¢ 39¢ 39¢ 39¢
R-square: 0.96¢ 0.41( 0.06¢
AR(1) 0.029:
AR(2) 0.089¢
Hansel 0.090(
Number of Instrumen 26

Standard errors in parenthe
*** pn<0.01, ** p<0.05, * p<0.]
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15. Fabricated metal product manufacturing

(1) 2 ®3) (4)

SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VP 0.978*** 0.987*** 0.648***
(0.0167 (0.0123 (0.0558
lit -0.0252***  -0.0242**  -0.0170*** -0.0258***
(0.00543 (0.00631 (0.00575 (0.00552
T -0.012: -0.0147 0.0400** -0.017:
(0.0121 (0.0182 (0.0180 (0.0113
T? -0.00073: -0.00056°  -0.00371*** -0.00043.
(0.000730 (0.00108 (0.00114 (0.000658
Constar 0.359° 0.275* 3.744%** 0.142%**
(0.189 (0.134 (0.579 (0.0436
Observation 462 462 462 462
R-square 0.98¢ 0.49; 0.10z
AR(1) 0.021(
AR(2) 0.88¢
Hansel 0.38¢
Number of Instrumen 39

Standard errors in parenthe
*** n<0.01, ** p<0.05, * p<0.]

16. Computer and electronic product manufacturing

1) () ®3) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VP 0.955%*  0.962***  0.761***

(0.0297 (0.0176  (0.0625
li -0.0425%%*  -0.0340*  -0.0341*  -0.0416**

(0.0141 (0.0146 (0.0126 (0.0133
T 0.014¢ 0.027: 0.0017. 0.026:
(0.0312 (0.0370 (0.0321 (0.0308
T? -0.0015: -0.0022¢ -0.00050! -0.0024¢
(0.00197 (0.00232 (0.00208 (0.00199
Constar 0.347 0.24¢ 2.177*** -0.093:
(0.273 (0.189 (0.605 (0.100
Observation 351 351 351 351
R-square: 0.94; 0.58¢ 0.03¢
AR(1) 0.019¢
AR(2) 0.0041-
Hansel 0.191
Number of Instrumen 28

Standard errors in parenthe
*** n<0.01, ** p<0.05, * p<0.]



17.Electrical equipment and appliance manufacturing

(1) 2) ) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VP¢1 0.943** 0.966*** 0.629***
(0.0204 (0.0168 (0.0781
lit -0.0253***  -0.0211**  -0.0212** -0.0248***
(0.00776 (0.00749 (0.00792 (0.00817
T -0.028° -0.028: 0.0083! -0.032:
(0.0214 (0.0247 (0.0231 (0.0220
T? 0.00045! 0.00056° -0.0019¢ 0.00080!
(0.00130 (0.00148 (0.00132 (0.00133
Constar 0.764*** 0.514*** 3.9971*** 0.160**
(0.219 (0.182 (0.791 (0.0758
Observation 40z 40z 40z 40z
R-square: 0.97: 0.45¢ 0.04¢
AR(1) 0.0051°
AR(2) 0.023¢
Hansel 0.12¢
Number of Instrumen 28
Standard errors in parenthe
*** n<0.01, ** p<0.05, * p<0.]
18. Mechanical machines manufacturing
(1) (2 ) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VP1 0.970*** 0.975*** 0.588***
(0.0237 (0.00817 (0.0711
lit -0.0106** -0.0129* -0.0071! -0.0131***
(0.00471 (0.00539 (0.00471 (0.00471
T -0.0017¢ 0.00045! 0.0654*** -0.0059:
(0.0166 (0.0196 (0.0147 (0.0178
T? -0.0012¢ -0.0014:  -0.00464*** -0.0010:
(0.0009489 (0.00117 (0.000862 (0.00102
Constar 0.447 0.388*** 4.465*** 0.124°
(0.285 (0.141 (0.793 (0.0682
Observation 43z 43z 432 432
R-square 0.98( 0.48¢ 0.08¢
AR(1) 0.00019
AR(2) 0.531
Hansel 0.27(¢
Number of
Instrument 33

Standard errors in parenthe
** n<0.01, ** p<0.05, * p<0.!
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19. Motor vehicle, body, trailer, and parts manufactgri

(1) 2) () (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VPr1 0.963*** 0.977*** 0.704**=*
(0.0274 (0.00936 (0.0836
lit -0.0077: -0.0045¢ -0.0088" -0.0087"
(0.00647 (0.00655 (0.00592 (0.00668
T 0.023: 0.018: 0.0995%** 0.0127
(0.0232 (0.0251 (0.0343 (0.0242
T? -0.00338* -0.00304*  -0.00805*** -0.00289
(0.00133 (0.00143 (0.00206 (0.00145
Constar 0.47: 0.336%** 3.119%** 0.10¢
(0.314 (0.111 (0.862 (0.0821
Observation 40¢ 40¢ 40¢ 40¢
R-square: 0.981 0.65¢ 0.12(
AR(1) 0.0024.
AR(2) 0.64¢
Hansel 0.121
Number of Instrumen 28

Standard errors in parenthe
** n<0.01, ** p<0.05, * p<0.!

20. Other transportation equipment manufacturing

1) 2) ) (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VPe1 0.971%*= 0.999*** 0.768***
(0.0796 (0.0138 (0.0789
lit -0.0679***  -0.0601***  -0.0494** -0.0594***
(0.0202 (0.0172 (0.0202 (0.0195
T -0.159** -0.155%** -0.137*** -0.152***
(0.0682 (0.0487 (0.0364 (0.0499
T? 0.00810* 0.00809*** 0.00591* 0.00774***
(0.00370 (0.00269 (0.00214 (0.00262
Constar 0.74¢ 0.514*= 2.386*** 0.508**
(0.614 (0.223 (0.710 (0.200
Observation 20z 20z 20z 20z
R-square: 0.96: 0.64: 0.11:
AR(1) 0.011¢
AR(2) 0.18:
Hansel 0.73¢
Number of Instrumen 24

Standard errors in parenthe
*** n<0.01, ** p<0.05, * p<0.]
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.Furniture and related product manufacturing

(1) 2) () (4)
SYSTEM FIRST
VARIABLES GMM POLS FE DIFFERENCE
VP 0.947**=* 0.966*** 0.810***
(0.0275 (0.0155 (0.0530
lit -0.0090( -0.011: -0.010¢ -0.013¢
(0.00986 (0.0120 (0.0119 (0.0119
T 0.0807** 0.0837** 0.0894** 0.0758**
(0.0365 (0.0425 (0.0411 (0.0368
T? -0.00528* -0.00546* -0.00521* -0.00505*
(0.00217 (0.00249 (0.00237 (0.00217
Constar 0.257 0.073( 1.403*** -0.20¢
(0.229 (0.134 (0.492 (0.138
Observation 34¢ 34¢ 34¢ 34¢
R-square 0.94¢ 0.66: 0.011
AR(1) 0.038¢
AR(2) 0.91(
Hansel 0.21¢
Number of Instrumen 28

Standard errors in parenthe

% n<0.01, ** p<0.

05, * p<0.]
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